
3022 IEEE TRANSACTIONS ON SOFTWARE ENGINEERING, VOL. 50, NO. 11, NOVEMBER 2024
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Abstract—Pointer operations are common in programs written
in modern programming languages such as C/C++ and Java.
While widely used, pointer operations often suffer from bugs like
null pointer exceptions that make software systems vulnerable
and unstable. However, precisely verifying the absence of null
pointer exceptions is notoriously slow as we need to inspect a
huge number of pointer-dereferencing operations one by one
via expensive techniques like SMT solving. We observe that,
among all pointer-dereferencing operations in a program, a large
number can be proven to be safe by lightweight preprocessing.
Thus, we can avoid employing costly techniques to verify their
nullity. The impacts of lightweight preprocessing techniques are
significantly less studied and ignored by recent works. In this
paper, we propose a new technique, BONA, which leverages
the synergistic effects of two classic preprocessing analyses. The
synergistic effects between the two preprocessing analyses allow
us to recognize a lot more safe pointer operations before a
follow-up costly nullity verification, thus improving the scalability
of the whole null exception analysis. We have implemented
our synergistic preprocessing procedure in two state-of-the-art
static analyzers, KLEE and Pinpoint. The evaluation results
demonstrate that BONA itself is fast and can finish in a few
seconds for programs that KLEE and Pinpoint may require
several minutes or even hours to analyze. Compared to the vanilla
versions of KLEE and Pinpoint, BONA respectively enables
them to achieve up to 1.6x and 6.6x speedup (1.2x and 3.8x
on average) with less than 0.5% overhead. Such a speedup is
significant enough as it allows KLEE and Pinpoint to check more
pointer-dereferencing operations in a given time budget and, thus,
discover over a dozen previously unknown null pointer exceptions
in open-source projects.

Index Terms—Null exception analysis, static analysis, dataflow
analysis, symbolic execution, and path sensitivity.

I. INTRODUCTION

NULL pointer exception (NPE), listed as the CWE top 25
most dangerous software weaknesses in past five years

[1], occurs when a program dereferences a memory pointer that
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Fig. 1. Percentage of pointer operations and pointer dereferences. The X-
axes list 18 programs from SPEC2006.

is expected to be valid but is “null”. NPE has been one of the
most common software vulnerabilities due to the wide use of
pointer-dereferencing operations in the code written in modern
programming languages. According to our investigation and as
shown in Fig. 1, C programs in SPEC CPU 2006 [2], a standard
and widely-used benchmark suite, contain up to 64% pointer
instructions, in which up to 61% dereference pointers. Thus,
it is highly challenging to guarantee the absence of NPE even
if advanced quality assurance techniques are used. It has been
reported that over 70 NPE vulnerabilities are collected by the
CVE database every year [3] and as of July 2024, there are
over 3000 CVEs involving NPEs [4]. These NPE vulnerabilities
often lead to Denial of Service attacks, causing immeasurable
losses.

To prevent NPE as well as its serious consequences, re-
searchers have proposed a large number of static dataflow anal-
yses in the past decades, including general approaches able to
detect various bug types [5], [6], [7], [8], [9] and techniques
specially designed for detecting NPEs [10], [11], [12], [13]. We
appreciate these existing works and acknowledge their contribu-
tions. However, it is hard to say the problem of NPE detection
has been completely addressed, given the increasing number
of NPEs every year. A notable problem of static analysis is
that, when high precision like path sensitivity is required, it
often takes many hours to complete the analysis due to the
heavy use of costly techniques such as symbolic execution
and SMT solving. To make these techniques scalable for large
codebases, they either make unsound assumptions that sacrifice
precision and recall, or seek some advanced techniques, such as
sparse dataflow analysis [6], [14], [15], parallel static analysis
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[16], [17], [18], and specially designed type systems [10], to
name just a few.

Different from the aforementioned techniques that focus on
the dataflow analysis itself, in this paper, we advocate a design
that is less studied and significantly underestimated by previ-
ous works. In the design, one or more lightweight but sound
preprocessing procedures are conducted before the main static
analysis. In the application scenario of detecting NPEs, such
preprocessing procedures are capable of quickly identifying a
large number of safe pointer-dereferencing operations so that
we will not need to take a costly technique, e.g., symbolic
execution and SMT solving, to verify their safety. Therefore,
the performance of the whole program analysis is improved. For
instance, unification-based flow- and context-insensitive alias
analysis [19] is commonly used as a preprocessing procedure,
e.g., in [20], [21], because the preprocessing alias analysis is
of almost linear complexity and can answer alias queries in
constant time. Using it as a preprocessing procedure, we can
easily identify pointers that may be null and must not be null,
thus avoiding expensive checks on those non-null pointers in
the follow-up NPE analysis.

However, we observe that all existing approaches, e.g., [20],
[21], independently utilize preprocessing procedures and fail to
deeply explore their potential. Our key insight is that different
preprocessing procedures can promote each other, exhibiting
a synergistic effect. For NPE detection, the synergistic effects
let us identify a lot more non-null pointers than using mul-
tiple preprocessing procedures independently. While the idea
of utilizing mutually beneficial static analyses was studied in
general settings particularly for compiler optimization [22],
[23], [24], [25], [26], it has not been explored in the context of
scaling precise bug or NPE detectors via preprocessing. More
specifically, existing approaches cannot reply to the questions
about what and how specific static analyses can promote each
other for NPE detection. This paper provides an answer for NPE
detection.

In this work, for detecting null pointer exceptions, we iden-
tify two lightweight and sound preprocessing techniques, which
we refer to as the global value-flow analysis (VFA) and the local
null-check analysis (NCA), and study the synergistic effects
between them. VFA propagates the dataflow facts of whether
a pointer variable is null across the function borders. NCA
performs dataflow analysis to discover if a pointer variable v,
albeit may be null, is guarded with a null-check statement such
as if (v != null) or *v = u.1 VFA can be boosted by
NCA in the sense that NCA provides more null or non-null
dataflow facts for VFA to propagate. NCA can be boosted by
VFA in the sense that, since null or non-null dataflow facts are
propagated via VFA to other program variables, we can identify
more null-check statements via NCA. Such mutual promotion
eases the burden of subsequent expensive static analysis and,
thus, dramatically improves the analysis performance. We pro-
vide a detailed example in Section II to illustrate the idea.

1Given two consecutive statements dereferencing the same pointer, e.g.,
*v = x; *v = y, the pointer v is deemed nonnull because, if it is null,
the code has been crashed at the first statement and cannot reach the second.

On top of the LLVM compiler infrastructure [27], we have
implemented the synergistic preprocessing technique, namely
BONA, as a Booster Of Null Analysis. We apply BONA to
two precise static analyses for detecting null pointer exceptions.
One is KLEE [9], a symbolic execution engine, and the other
is Pinpoint [6], an industrial-strength bug detector with the
precision of interprocedural path sensitivity. The evaluation is
conducted based on the original benchmark programs of KLEE
and Pinpoint in their papers. The experimental results demon-
strated that BONA is very fast and can finish the synergistic pre-
processing in a few seconds. Compared to the vanilla versions
of KLEE and Pinpoint, BONA respectively enables them to
achieve up to 1.6x and 6.6x speedup (1.2x and 3.8x on average)
with less than 0.5% overhead. Such a speedup is significant
enough as it allows KLEE and Pinpoint to check more pointer-
dereferencing operations in a given time budget, leading to
the discovery of a dozen previously unknown NPEs in open-
source projects. We make the following three contributions in
this paper:

• We identify two fast and sound preprocessing techniques
and, for the first time to our best knowledge, study their
mutual synergy for scaling NPE detectors via preprocess-
ing. The key novelty is three-fold:
– We propose lightweight VFA and NCA as the prepro-

cessing procedures of NPE detection. They exhibit lit-
tle overhead but are effective in identifying safe pointer
operations.

– We study the synergistic effects between VFA and
NCA for NPE detection. Existing approaches that ex-
plore synergistic static analyses are not designed for
detecting NPEs.

– We explore the potential of utilizing simple preprocess-
ing procedures to scale static analysis. As discussed
before, this is a method significantly underestimated by
existing works.

• We implement our synergistic preprocessing approach as
a tool2 and use it to accelerate two precise static dataflow
analyses for detecting NPEs.

• We evaluate our approach using many programs, including
those previously used in evaluating KLEE and Pinpoint,
showing the effectiveness with a dozen previously un-
known NPEs detected and confirmed.

The remainder of the paper is organized as follows. §II pro-
vides an overview and §III explains the details of our approach.
We discuss the evaluation results in §IV. §V surveys the related
work and §VI concludes.

II. SYNERGISTIC EFFECTS IN A NUTSHELL

In this section, we use a motivating example to (1) introduce
two preprocessing procedures for NPE detection, (2) illustrate
the weakness of independently running them, and (3) show how
our approach, i.e., BONA, activates their synergistic effects. We
refer to the two preprocessing procedures as value-flow analysis
(VFA) and null-check analysis (NCA).

2https://github.com/BONA-Analyzer/bona
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Fig. 2. A motivating example.

Fig. 2(a) shows the code snippet of the motivating example,
which is simplified from real programs. The code consists of
three functions, main, zero_init, and safe_alloc. The
function safe_alloc is a wrapper of the C library function
malloc. It tries to allocate a memory space and returns the
pointer of the memory space. If the memory allocation fails,
malloc returns null, and the program aborts at Line 17. The
function zero_init invokes the function safe_alloc at
Line 8 to create a memory space pointed-to by the pointer q. It
then zero-initializes the memory space at Line 11. The function
main invokes the function zero_init to create an integer
(Line 2), assigns it a constant ten (Line 3), and then returns
(Line 4). Since the code aborts at Line 17 when malloc returns
a null pointer, the pointer p at Line 3 cannot be null. Hence,
NPE cannot happen at Line 3.

VFA. The global value-flow analysis captures the def-use rela-
tions in the code. Like many previous works [20], [21], VFA is
built on top of a flow- and context-insensitive pointer analysis to
capture the def-use relations hidden behind pointer operations
and across the function boundaries. As a preprocessing pro-
cedure, although VFA is inter-procedure, it remains cheap be-
cause it only relies on a “flow- and context-insensitive” pointer
analysis. Fig. 2(b) shows the value-flow graph (VFG) that cap-
tures the def-use relations. A VFG node represents a variable
definition and a VFG edge represents the value propagation
between variables. The edge is labeled by Li if the propagation
happens through the code at Line i. In the VFG, the edges
labeled by L8 and L2 capture the def-use relations hidden by
pointer operations and discovered by the pointer analysis. The
other edges are direct def-use relations. To check if NPE can

Fig. 3. Steps of achieving the synergistic effects.

happen at Line 3, VFA checks if the pointer p at Line 3 may be
null. Since the node p in the VFG is reachable from possible
null pointers, i.e., the node NULL and the node r, VFA has to
conclude that the pointer p could be null and reports an NPE
at Line 3. As discussed before, this is a false warning.

NCA. Unlike VFA that is global but keeps cheap by resolving
flow-insensitive pointer relations, NCA stays cheap by a local
but flow-sensitive analysis that does not resolve pointer rela-
tions (This is because a global flow-sensitive pointer analysis
is often expensive). NCA discovers non-null pointers by two
simple rules. In the example, NCA analyzes the control-flow
graph of each function individually as illustrated in Fig. 2(c).
In the beginning, we assume all pointers could be null. First,
whenever a conditional branch with a comparison to null is
met, null or non-null facts are derived for the corresponding
branch selections. For instance, the pointer q cannot be null if
we take the false branch of the if-statement at Line 9 but must be
null if we take the true branch. Second, when a dereferencing
instruction is met, a non-null fact is generated. For instance,
the pointer q is deemed not null at Line 12 because it has
been dereferenced at Line 11. Fig. 2(c) shows the results of
NCA on the example program. From the results, NCA can
only conservatively conclude that the pointer p in the main
function could be null. Therefore, such an independent NCA
also mistakenly reports an NPE at Line 3.

BONA. As illustrated above, using NCA or VFA alone fails
to filter out the NPE candidate at Line 3. If a preprocessing
procedure cannot remove a majority of NPE candidates in a
program, the whole analysis will not be scalable, because we
then have to rely on an expensive verification procedure to
check if such NPE candidates may happen at runtime. Fortu-
nately, by combining NCA and VFA, the synergistic effects
enable us to remove the NPE candidate easily and let us avoid
an expensive verification procedure. The steps of achieving
synergistic effects are shown in Fig. 3.

(1) Boosting VFA by NCA. We first perform NCA for all
functions. Since NCA has not obtained any facts from VFA yet,
the same facts will be generated as those in Fig. 2(c), where we
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get the information: the pointer r cannot be a null pointer at the
statement *b = r (Line 18). VFA then updates the null facts
of the VFG nodes as shown by Step ❶ in Fig. 3. That is, the
pointer *b in the VFG cannot be null because the edge from r
to *b is labeled by L18, i.e., *b receives the value from r at
Line 18. Since the pointer q is only reachable from the non-null
pointer *b, we can conclude that the pointer q cannot be null,
as shown by Step ❷ in Fig. 3.

(2) Boosting NCA by VFA. We have concluded based on the
boosted VFA that the pointer q in the function zero_init is
not null. Hence, we rerun NCA on the function zero_init
with this new information. As shown by Step❸ in Fig. 3, since
the pointer q is not null, NCA does not enter the true branch at
Lines 9 and 10. This further means that, in the VFG, the edge
labeled by L10 can be removed as illustrated by Step ❹. As a
result, in the VFG, the pointer p is no longer reachable from
the constant null pointer.

(3) BONA’s Result. After the synergistic analysis above, as
shown in Fig. 3(b), the pointer p is not reachable from any
null pointers. Hence, we can conclude that the pointer p is
not null and the NPE candidate at Line 3 can be pruned. No
further costly analysis is needed to verify the safety of the
pointer-dereferencing operation. In practice, we expect to use
the synergistic effects between NCA and VFA to boost existing
static NPE analysis as the synergistic effects can easily discover
a lot more non-null pointers compared to using NCA and VFA
independently.

Summary. As illustrated above, our approach has the following
merits for NPE detection.

• Easy to Deploy: BONA utilizes simple preprocessing pro-
cedures to remove NPE candidates without any complex
interaction with the follow-up verification procedure. This
makes it easy to integrate BONA with any precise but
costly NPE detector.

• Effective for NPE Detection: The mutual synergy of
NCA and VFA, as illustrated above, allows us to remove
a majority of NPE candidates before a costly verification
procedure and, therefore, improves the scalability of the
whole NPE detector.

III. SYNERGISTIC PREPROCESSING

In this section, we first detail the value-flow analysis (VFA,
§III-A) and the null-check analysis (NCA, §III-B). Then, we
discuss how they achieve mutual synergy (§III-C) and speed
up NPE detection (§III-D).

Abstract Language. To ease the detailed explanation of our
approach, with no loss of generality, we model the target pro-
grams using the following C-like call-by-value language.

In the small language, a program is composed of multiple
functions and each function consists of multiple simple or
compound statements, including assignments, loads, stores, null
comparisons, calls, returns, sequencing, branching, and loop-
ing. The semantics of these program statements are standard
and, thus, are omitted.

Fig. 4. A small C-like language to illustrate our approach.

Abstract Domain. During our static analysis, either VFA
or NCA, each program variable v is assigned an abstract
value v̂ ∈ {MAY-NULL,MUST-NULL,MUST-NONNULL}, meaning
the dataflow facts that v may be a null pointer, must be a null
pointer, or must be a non-null pointer. We define the following
meet operation � between these abstract values,

v̂1 � v̂2 =

{
v̂1 v̂1 = v̂2
MAY-NULL v̂1 �= v̂2

so that the abstract values form a lattice of finite height and
guarantee the convergence of static analysis [28].

A. Lightweight Value-Flow Analysis

Our approach first builds intra-procedural value-flow graphs
(VFGs) for each function. The VFGs are then connected to
each other to form a whole-program VFG, on which a whole-
program value-flow analysis (VFA) is performed. In general,
VFA consists of two tasks. First, VFA builds a VFG that cap-
tures the def-use relations among all program variables, in-
cluding the direct def-use chain as well as those hidden be-
hind pointer operations and across function boundaries. Second,
VFA propagates dataflow facts along paths in the graph. Our
VFA is cheap because of the following two designs, which are
briefly listed below and detailed later.

• Unlike existing works that build complex intermediate
representations like the memory SSA [29], we directly
build VFG based on a flow- and context-insensitive pointer
analysis.

• We leverage a fast reachability indexing technique to speed
up reachability queries on the control flow graph, thereby
achieving partial flow sensitivity.

VFG. Before diving into the details of VFA, we formally define
the value-flow graph that VFA builds, as follows.

Definition 1 (Value-Flow Graph (VFG)): VFG is a directed
graph (V,E) where each vertex v ∈ V is a program variable and
an edge (v1, S, v2) ∈ E is a def-use relation, meaning that the
value of the variable v1 flows to the variable v2 via the program
statement S.

To recognize def-use relations hidden behind pointer op-
erations, we first perform a sound, unification-based, flow-
insensitive, and context-insensitive pointer analysis to resolve
pointer relations in the code [30]. The analysis is of almost
linear complexity and, thus, is very cheap. With the pointer anal-
ysis results, a standard Mod-Ref analysis is performed to rec-
ognize the side effects of every function. Here, side effects have
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Fig. 5. Transformation rules for function and call statement.

Algorithm 1: VFG
1 procedure VFG()

// Building intra-procedural value flows
2 foreach assignment: v1 ← v2 do
3 add edge (v2, v1 ← v2, v1) to VFG;

4 foreach load-store pair: v1 ←∗v2, ∗v3 ← v4 in a function do
5 if reachable(∗v3 ← v4, v1 ←∗v2) ∧ alias(v2, v3) then
6 let o be a fresh VFG vertex;
7 add edge (v4, ∗v3 ← v4, o) into VFG;
8 add edge (o, v1 ←∗v2, v1) into VFG;

// Building inter-procedure value flows
9 foreach call: r, C1, · · · ← f(u1, · · · , A1, · · · ); do

10 assume the callee f has parameters: v1, · · · , F1, · · · ;
11 assume the callee f has returns: r′, R1, · · · ;
12 add edges (ui, S, vi), (Ai, S, Fi) to VFG where S is the

call statement;
13 add edges (r′, S, r), (Ri, S, Ci) to VFG where S is the

return statement;

14 procedure alias(v1, v2)
// It is provided by pointer analysis [? ].

It checks if two inputs are aliases in
constant time.

15 procedure reachable(S1, S2)
// It is provided by a reachabiliy indexing

technique [? ]. It checks if the
statement S1 can reach S2 in a control
flow graph in almost constant time.

a broader meaning, including both referencing and modifying
non-local memory locations in a function. With the side-effects,
we can transform each function to a pure function by adding
extra function parameters and returns, via the transformation
rules in Fig. 5.

Specifically, an extra parameter is a variable that stands for a
non-local memory location referenced through a pointer expres-
sion ∗(v, k), where v is a formal parameter and we use ∗(v, k)
as a shorthand of dereferencing a pointer k times. Similarly,
an extra return value stands for a non-local memory location
that is modified in a function. Formally, the transformation rules
are shown in Fig. 5. The rule func inserts extra parameters Fi

and extra return values Ri into a function and establish the
relationship between the extra values with the original formal

parameters. The rule call transforms corresponding function
calls after callee functions are transformed.

Example 1: The figure below demonstrates, in practice,
how we transform the function safe_alloc written in C.
The function modifies the memory pointed to by the formal

parameter b. Thus, by the rule func, we add an extra return
value R. Accordingly, by the rule call, we also transform the
call statement that invokes this function by adding a receiver
C to receive the extra return value. A store instruction is also
inserted to establish the relationship between the pointer &q and
the receiver C. �

After the transformation, all implicit side effects in a function
are made explicit via the load and store statements inserted by
the transformation rules. As a result, we can easily build VFG
using Algorithm 1, which consists of two parts. The first part
is from Line 2 to Line 8, which builds intra-procedural value
flows. That is, for each assignment v1 ← v2, Lines 2–3 build a
direct value flow from v2 to v1.

In addition to direct value flows, Lines 4–8 build indirect
value flows between load and store statements. To this end,
given a pair of load and store statements, Line 5 checks if the
store statement can reach the load statement and, meanwhile,
checks if the load statement loads a value from a memory
space that is possibly the same as the memory accessed by the
store statement. If both conditions are satisfied, we establish
value flows between them. The reachability check is done by a
reachability indexing technique [31]. The reachability indexing
technique can answer reachability queries in almost constant
time after a one-time graph traversal of almost linear complex-
ity, without building an expensive transitive-closure of reacha-
bility. The memory-alias check is done by calling the function
alias(v1, v2) provided by the pointer analysis [30]. Since both
the reachability check and the alias check are of almost constant
complexity and the load and store pairs are restricted in the same
function, this procedure is cheap.

In the procedure above, the load-store pair loop at line 4
may introduce a potentially quadratic blow-up, i.e., O(n2)
complexity where n stands for the number of load and store
instructions, if a function has a non-trivial size. On the one
hand, most functions in practice are not large. Thus, n is small
and does not cause performance issues. On the other hand,
we can keep n small via some efficient data structures. For
instance, via a linear scan of all instructions, we can put load
and store instructions into different small groups. In each group,
load and store instructions refer to pointers that are aliases.
As such, we only need to enumerate load-store pairs in the
small groups.
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Algorithm 2: VFA
1 M(v)← MAY-NULL for all vertices in VFG (V,E);
2 M(v)← MUST-NULL for all v that denotes a constant null;
3 M(v)← MUST-NONNULL for all v that cannot be null;
4

5 procedure VFA(EMUST-NULL, EMUST-NONNULL)
6 W←{v : (u, S, v) ∈ EMUST-NULL ∪ EMUST-NONNULL};
7 while W �= ∅ do
8 v ←W.pop();
9 if ∀(u, S, v) ∈ E s.t. (u, S, v) ∈ EMUST-NULL then

10 M(v)← MUST-NULL;
11 EMUST-NULL ← EMUST-NULL ∪ {(v, S′, w) ∈ E};
12 W←W ∪ {w : (v, S′, w) ∈ E};

13 else if ∀(u, S, v) ∈ E s.t. (u, S, v) ∈ EMUST-NONNULL then
14 M(v)← MUST-NONNULL;
15 EMUST-NONNULL ← EMUST-NONNULL ∪ {(v, S′, w) ∈

E};
16 W←W ∪ {w : (v, S′, w) ∈ E};

17 else
18 M(v)← MAY-NULL;

The second part, i.e., Lines 9–13, builds inter-procedural
value-flows for each function call, by adding value flows from
the actuals to the formals, and value flows from the return values
to their receivers. This part is also lightweight as its complexity
is linear in the number of function calls.

Example 2: (Continue.) The figure below shows the VFG
snippet built for the transformed code in Example 1. First, we
build the indirect value-flow edges from r to R as per Lines 4–8
in Algorithm 1. We build this indirect value flows because the
store and load statements, i.e., *b = r and R = *b, access
the same memory space and the load statement is reachable
from the store. The other two edges, which are from R to C
and from C to q, are direct value flows, which are built as per
Line 13 and Line 3 in Algorithm 1, respectively. Note that the
value flow path from r to q is a bit different from that in Fig. 2,
where the node R and the node C are omitted for easing the
explanation. �

VFA. VFA determines if a pointer, represented by a VFG
vertex, is or is not a null pointer. To this end, we leverage
Algorithm 2, a worklist algorithm, to propagate null pointer
information on VFG. In detail, we use a map M to keep the
null fact for each pointer. By default, as shown by Line 1
to Line 3 in Algorithm 2, all pointers are conservatively re-
garded to be possibly null except for those that are constant null
pointers or cannot be null pointers, e.g., global addresses and
return values of an external function that returns only non-null
pointers.

The inputs of VFA are two edge sets, EMUST-NULL and
EMUST-NONNULL, representing the edges that do and do not
propagate null pointers, respectively (Line 5). When VFA is

an independent analysis, the edges are the outgoing edges of
the vertices that are definitely null and not null, respectively
(see Line 2 and Line 3 in Algorithm 2). Note that the two sets
are not empty. For instance, a VFG always contains vertices
standing for constant null pointers. Thus, EMUST-NULL contains
edges outgoing from the vertices standing for constant null. A
VFG also may contain vertices standing for pointers that point
to global variables, e.g., the pointer p in p = &g where g is
a global variable. Such global variable pointers cannot be null,
andEMUST-NONNULL contains edges from vertices representing
them. When we link VFA and NCA as discussed in §III-C, VFA
receives the two sets from NCA, which will be detailed later.

Line 6 initializes a worklist that contains all pointers that are
successors of a pointer in EMUST-NULL and EMUST-NONNULL.
Intuitively, we will check in the follow-up loop if a pointer in
the worklist is or is not a null pointer based on the following
rule. That is, if all predecessors of a pointer v must (resp. must
not) be null, the pointer v must (resp. must not) be null (Line
10 and Line 14). Otherwise, a pointer is regarded as possibly
null (Line 17).

Lemma 1: VFA, i.e., Algorithm 2, is sound: if a pointer v
may be a null pointer at runtime, we have M(v) = MAY-NULL

after Algorithm 2.
Proof: (Sketch) First, VFG is built on a pointer analysis

to figure out the indirect def-use relations at stores, loads, and
calls. Since the pointer analysis is sound, i.e., does not miss
any possible pointer aliases, the VFG is sound, i.e., contains all
possible value flows that may happen at runtime. Second, Algo-
rithm 2 ensures that all pointers reachable from a possibly null
pointer in VFG are set to be possibly null. Thus, Algorithm 2
is also sound, i.e., does not miss any possibly null pointers.

B. Lightweight Null Check Analysis

Our null-check analysis (NCA) aims to check if a pointer p
dereferenced at a program statement is nullable. For instance,
given two consecutive statements dereferencing the same
pointer, e.g., *p = x; *p = y, the pointer p is deemed
nonnull at the second statement because, if it is null, the code
has crashed at the first statement and cannot reach the second.
Since NCA cares about the order of program statements, we
realize it as a flow-sensitive intra-procedure dataflow analysis.

A dataflow analysis is often defined by a set of transfer
and merging functions over dataflow facts. A transfer function
specifies how we compute dataflow facts when visiting a pro-
gram statement. A merging function defines how we compute
dataflow facts at the join point of multiple program paths. Fig. 6
lists the transfer and merging functions as a series of inference
rules. In each rule, the part above the horizontal line is a set
of assumptions and, under these assumptions, the bottom part
describes dataflow facts before and after a statement S (defined
in Fig. 4) in the form of R,N � S : R′,N′. Here, R is a set of
reachable statements and N maps each pointer v to a dataflow
fact v̂ including MAY-NULL, MUST-NULL, and MUST-NONNULL.
In the inference rules, we use N[v �→ v̂] to mean we update the
dataflow fact in the map.
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Fig. 6. Inference rules for NCA.

As shown by the rule init, where _ means the entry of a
function, at the beginning of analyzing a function, the set of
reachable program statements is empty, and the dataflow facts
of all variables are set to MAY-NULL, meaning that every pointer
may be null. All other rules deal with a simple or compound
statement in our small language. The rule assign means that
after an assignment, the dataflow fact of v1 propagates to v2.
The rules for load and store mean that after dereferencing a
pointer, the pointer is regarded to be not null. For other simple
statements, we do not change the dataflow facts as shown by
the rule others. For each simple statement, we add it to the set
R after visiting it.

The rule sequencing is straightforward. It means that we
analyze program statements in order, i.e., using the result of
S1 as the precondition of S2. The rule branching-null-cmp
describes how we handle if-statements that check if a pointer
is null. In this rule, N contains the dataflow facts before the if-
statement, N1 and N2 contain the dataflow facts at the beginning
of the true and the false branches, respectively. That is, since
the conditional variable v1 in the if-statement represents the
Boolean result of checking if the pointer v2 is a null pointer,
we have N1 equals N[v2 �→ MUST-NULL] and N2 equals N[v2 �→
MUST-NONNULL]. If the pointer v2 must (not) be null, we only
take the true (false) branch and the resulting dataflow fact is
N

′
1 (N′

2). In other cases, we compute the intersection of the
two branches, i.e., N′

1 ∩ N
′
2, as the analysis result. In terms of

the set of reachable statements, if only the true (resp. false)
branch is reachable, the resulting set is R

′
1 (resp. R′

2). If both
branches are reachable, the resulting set is R

′
1 ∪ R

′
2. The rule

branching-others deals with other if-statements. We consider
both branches to be reachable. Thus, the resulting sets are
R1 ∪ R2 and N1 ∩ N2. The rule looping deals with the while
loop and involves a fixed-point computation. That is, we repeat

analyzing the loop body until Ri and Ni do not change or until
the loop condition does not hold and we have to exit the loop.

After performing NCA over a function, we have a set of
reachable statements R and a map N at each program point.
Thus, we can check if a reachable program statement may
dereference a null pointer.

Example 3: See Fig. 2(c) in §II as an example. �
Lemma 2: NCA, as illustrated by the rules in Fig. 6, is sound,

i.e., does not miss any possible null pointers.
Proof: (Sketch) It is easy to check that all rules in Fig. 6

are sound because each rule models the exact semantics of a
program statement. Meanwhile, the finite number of statements
and the finite height of the lattice ensure the termination of ap-
plying the rules. As such, we can obtain the fixed-point results,
where N over-approximate the nullity properties. Hence, NCA,
which is performed based on these rules, is sound.

C. Achieving Synergistic Effects

Simply taking the union of the results of VFA and NCA does
not realize the potential of both analyses. We found that VFA
and NCA can mutually promote the performance of each other.
VFA can refine VFG according to the reachable statements
from NCA and can get MUST-NULL and MUST-NONNULL facts
to propagate on VFG. NCA, on the other hand, can utilize the
information passed by VFA across the function boundaries to
perform more precise reasoning.

Boosted VFA. VFA benefits from NCA in two aspects. First,
VFG can be refined by NCA. Recall that NCA records reach-
able statements in a set R and an edge in VFG is labeled by a
program statement. Hence, after NCA, VFG edges labeled by
statements not in R can be removed.
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Algorithm 3: BONA
1 function BONA()
2 F← all functions;
3 while F �= ∅ do

// NCA
4 foreach function in F do
5 perform NCA for each function with the rule

init-with-vfa, yielding R and N at each statement;

6 F←∅;
// VFA

7 remove VFG edges, (u, S, v) if S �∈ R;
8 build EMUST-NULL and EMUST-NONNULL based on N;
9 VFA(EMUST-NULL, EMUST-NONNULL), yielding M;

// Check if we reach the fixed-point
10 if ∃v :M[v] changes then
11 add v’s function into F;

Second, as VFA (see Algorithm 2) accepts two edge sets,
i.e., EMUST-NULL and EMUST-NONNULL, as the inputs, NCA
can provide more such edges for VFA. That is, since NCA
maintains a map N at every program statement to record if a
pointer is null or not null at a program statement. For instance,
if N(v2) = MUST-NONNULL at an assignment v1 ← v2, the edge
(v2, v1 ← v2, v1) in VFG (see Line 3, Algorithm 1) should be
in the set EMUST-NONNULL.

Boosted NCA. NCA can receive null-related dataflow facts
propagated by VFA. Recall that VFA maintains a map M that
records if a pointer may be, must be, or cannot be null. As such,
we can revise the rule init in NCA (Fig. 6) as below to receive
null-related dataflow facts from VFA.

R= ∅
� _ : R,N[∀v : v �→M[v]]

init-with-vfa

BONA. Now we have all the pieces for achieving the synergis-

tic effects. The detailed algorithm is described in Algorithm 3,
where VFA and NCA promote each other until reaching the
fixed point. The algorithm consists of three parts. The first part,
Line 4 to Line 6, performs NCA with the rule init-with-vfa,
which boosts NCA with VFA results. The second part, Line
7 to Line 9, performs the boosted VFA with NCA results. The
third part, Line 10 to Line 11, checks if we reach the fixed point,
i.e., if the null-related dataflow facts in a function change. If so,
we continue the synergistic preprocessing until the fixed point.
Otherwise, we reach the fixed point and terminate the loop.

Although the algorithm runs repetitively until the fixed point
is reached, the overhead is negligible compared with running
NCA and VFA once. This is because, only in the first round,
all functions need to be analyzed by NCA, while in later rounds
only a fraction of functions need to be re-analyzed, making
the time cost much smaller. When evaluating BONA in §IV,
we observe that the loop in Algorithm 3 iterates 2.8 times on
average, and every iteration other than the first one takes less
than 100ms to finish.

Example 4: See Fig. 3 in §II as an example. �
Lemma 3: BONA, i.e., Algorithm 3, is sound, i.e., does not

miss any possible null pointers.

Proof: (Sketch) Algorithm 3 is a composition of VFA
and NCA. Since both VFA and NCA are sound by Lemma 1
and Lemma 2, Algorithm 3 is also sound, meaning that it
does not miss any MAY-NULL facts and does not generate false
MUST-NULL or MUST-NONNULL facts.

Soundy Implementation. As stated in Lemma 3, BONA is
sound in theory with respect to the abstract language in Fig. 4.
However, in practice, we have to handle common program
structures not included in the abstract language, which leads
to a “soundy [32]” (i.e., reasonably unsound) implementation
of BONA. In other words, BONA shares the same reasonable
assumptions and standard approaches to handle challenging
program structures with previous bug-finding techniques, e.g.,
[5], [6], [7]. For example, following the aforementioned bug-
finding techniques, we currently have not modeled inline as-
sembly and call statements that invoke non-standard library
APIs. The semantics of standard C/C++ APIs such as mem-
cpy and memset are manually modeled and embedded in our
implementation.

D. Speeding Up Precise but Costly NPE Analyzers

Recall that BONA (Algorithm 3) computes a map N be-
fore each statement. The map N maps each pointer at a state-
ment to the fact whether the pointer could be null. As such,
armed with BONA, an NPE detector can be accelerated in
two cases. That is, at a pointer-dereferencing statement, e.g.,
v1 ←∗v2, if N(v2) = MUST-NONNULL, the NPE detector can
skip the procedure of checking NPE at this statement because
the pointer dereference must be safe. If N(v2) = MUST-NULL,
the NPE detector can also skip the procedure of checking NPE
at this statement and directly report NPE because the pointer
dereference must be unsafe.

In practice, it is unlikely for a pointer at a pointer-
dereferencing statement, e.g., v2 at v1 ←∗v2, to be marked as
MUST-NULL. In our experiments, BONA always marks a pointer
at a dereferencing statement as MUST-NONNULL or MAY-NULL.
This result follows the intuition that a high-quality program
should not contain trivial NPEs that can be easily detected.
Thus, the key factor in accelerating NPE detectors is the set
of MUST-NONNULL pointers discovered by BONA.

It is worth mentioning that, although MUST-NULL facts
rarely propagate to pointer-dereferencing statements, we do
not remove MUST-NULL from our abstract domain and do not
merge MUST-NULL into MAY-NULL. On the one hand, merging
MUST-NULL into MAY-NULL only lets us maintain one less set of
pointers, which does not reduce the time and space complex-
ity of our analysis. On the other hand, MUST-NULL are gener-
ated at many places, such as null initialization statements like
p=NULL, and the true branch of null checks if(p==NULL).
These MUST-NULL facts are crucial for determining the reach-
ability of statements and deriving MUST-NONNULL facts. For
example, in the code below, assuming a fact that p must be
null propagates to line 1, the dereference of the pointer r at
line 2 will always be executed. As such, our algorithm derives
a MUST-NONNULL fact at line 3 — the pointer r is not null at
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line 3. If we downgrade MUST-NULL to MAY-NULL, we will miss
this MUST-NONNULL fact.

1 if (p == NULL)
2 *r = 10;
3 *r = 0;

In what follows, we discuss how BONA speeds up two com-
mon categories of static analyzers — symbolic execution [9]
and path-sensitive dataflow analysis [6], [33].

Symbolic Execution. Symbolic execution techniques like
KLEE explore program paths and represent memory states
using logical constraints [9]. Using KLEE as an example, it
maintains logical constraints that precisely model the effect
of each program statement on the memory. When targeting a
specific type of bug, such as an NPE, symbolic execution checks
whether the memory state can imply a potential null value
for a dereferenced pointer, which typically involves constraint
solving with an SMT solver. The presence of a large number of
program paths can result in a pointer being examined multiple
times or forming verbose constraints and, thus, introduce sig-
nificant overhead to the overall analysis. Armed with BONA, a
symbolic-execution-based NPE analyzer like KLEE can check
with BONA if N(v) = MUST-NONNULL at a statement derefer-
encing the pointer v. If so, we can avoid costly operations like
SMT solving for examining the pointer v at that statement, thus
reducing the analysis overhead.

Path-Sensitive Dataflow Analysis. Path-sensitive dataflow
analysis, exemplified by Pinpoint [6], detects value-flow bugs,
including NPEs, by validating the path conditions of program
paths connecting sources and sinks in specific forms. For the
NPE detection, it needs to collect the path constraints of all
reachable paths from a null value to a pointer-dereferencing
statement and then solve them, which consumes a significant
amount of time. By utilizing the null facts obtained from
BONA, the path-sensitive dataflow analysis can avoid collecting
and solving the path constraints for the pointer v if N(v) =
MUST-NONNULL at a pointer-dereferencing statement. Clearly,
this optimization can help reduce the analysis time.

IV. EVALUATION

We aim to, as systematically as possible, evaluate the scal-
ing effect of recent expensive static analyzers boosted by our
approach. Particularly, we focus on the study of the following
research questions. We also provide a case study at the end
to show real NPEs we discovered after arming recent static
analyzers with our approach. To conduct the evaluation, we
implement BONA and the baseline approaches on top of the
LLVM compiler framework. Note that since BONA is designed
to improve the “efficiency” rather than “precision” of heavy
path-sensitive static analyzers, e.g., KLEE and Pinpoint, the
research questions studied in our experiments focus on effi-
ciency improvement. While BONA cannot improve the pre-
cision of KLEE and Pinpoint (which already have been very
precise due to path-sensitivity) by design, we will show that
BONA improves the bug detection capability because due to

the improvement of efficiency, BONA enables path-sensitive
analyzers to explore more program paths in a given time budget.

• RQ1: How many non-null facts can we discover via the
synergistic effects?

• RQ2: How much overhead does BONA add to existing
NPE analyzers?

• RQ3: How much can BONA speed up state-of-the-art
NPE analyzers?

RQ1. As discussed in §III-D, non-null facts are the key factors
to accelerate NPE detection. Thus, we compare the number of
non-null facts detected by BONA to the number of non-null
facts discovered by VFA, NCA, and their simple combination,
denoted as VFA+NCA.

Readers may wonder why we do not compare BONA to a
cheap pointer analysis (CPA), e.g., a unification-based flow-
and context-insensitive pointer analysis that is widely used as a
preprocessing procedure [20], [21]. This is because our VFA is
built based on such a CPA. Thus, the results of VFA are almost
the same as the CPA’s results. In other words, comparing BONA
to VFA is almost equivalent to comparing BONA to CPA.

To be more specific, assume the set of pointers dereferenced
at a statement S is D(S). The percentage of nonnull facts
discovered in a program P is computed as:

|{(v, S)|S∈P∧v∈D(S)∧N(v)=MUST-NONNULL}|
ΣS∈P |D(S)| ×100%.

In the formula, the denominator denotes the total number of
pointer-dereferencing operations in a program and the numera-
tor means how many dereferencing operations are safe because
the pointer is marked as MUST-NONNULL by BONA. Thus, the
larger the percentage is, the fewer pointer-dereferencing opera-
tions a downstream NPE detector (see §III-D) needs to check.

RQ2 and RQ3. To address the other two research ques-
tions, we use BONA to boost two state-of-the-art static
analyzers, KLEE [9] and Pinpoint [6] for NPE detection.
Specifically, KLEE is a symbolic execution engine and Pin-
point features a path-sensitive dataflow analysis. The vanilla
versions of both tools are expensive as they need to invoke
SMT solvers at every pointer-dereferencing statement to check
if there are feasible program paths with NPEs. As demonstrated
in §III-D, BONA can boost these tools as it can serve as a
lightweight preprocessing procedures to discover pointers that
cannot be null and, thus, improve the analysis efficiency. We
compare the versions boosted by BONA, namely KLEE++ and
Pinpoint++, to the versions boosted by VFA+NCA, namely
KLEE+ and Pinpoint+, as well as the vanilla versions of KLEE
and Pinpoint.

While many static analyzers can check NPEs in addition to
KLEE and Pinpoint, we use them in our evaluation because of
two reasons. First, we aim to scale expensive static analyzers
that detect NPE. KLEE and Pinpoint make use of path-sensitive
techniques and, thus, are expensive and belong to the target
set of static analyzers we aim to scale. Second, our technique
features a preprocessing procedure that is orthogonal to all
NPE detectors and can work with any NPE detector. Hence,
it is impossible and unnecessary to enumerate and conduct
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TABLE I
THE BENCHMARK PROGRAMS

ID Test Suite Program Name KLoC

1

COREUTIL

ls 4.0
2 sort 3.4
3 factor 1.9
4 ptx 1.2
5 csplit 0.8
6 expr 0.8
7 du 0.8
8 tac 0.5
9 nl 0.5
10 cksum 0.2

11

SPEC2006

400.perlbench 128
12 403.gcc 385
13 435.gromacs 85
14 436.cactusADM 60
15 445.gobmk 157
16 454.calculix 75
17 456.hmmer 20
18 464.h264ref 36
19 481.wrf 25
20 482.sphinx3 13

21

REAL

webassembly 23
22 darknet 24
23 html5-parser 31
24 tmux 40
25 libssh 44
26 goaccess 48
27 shadowsocks 53
28 swoole 54
29 libuv 62
30 transmission 88

experiments on all existing NPE detectors. We use KLEE and
Pinpoint as they are two of the most prominent static analyzers
that can check NPE.

Benchmark Programs. As listed in Table I, in the evaluation,
we include benchmark programs from both KLEE [9] and Pin-
point [6]. They are the ten largest programs from the GNU
COREUTILS utility suite, ten largest C programs from the
standard SPEC2006 test suite,3 and ten real-world programs.
Note that Pinpoint can analyze programs with or without entry
functions; KLEE, which is a symbolic executor, requires an
entry function. As the technical part shows, BONA does not
assume there is an entry function in the programs to analyze
and can work well with both Pinpoint and KLEE. For the first
research question, we use all benchmark programs to evaluate
the effectiveness of BONA. For the other two research ques-
tions, when comparing KLEE to KLEE+ and KLEE++, we
use the GNU COREUTILS utility suite, which was used to
evaluate KLEE [9]. When comparing Pinpoint to Pinpoint+ and
Pinpoint++, we use the SPEC2006 test suite and the real-world
programs, which were used to evaluate Pinpoint [6].

Environment. All the experiments are run on a Ubuntu-20.04
server equipped with a 12-core 20-thread Intel Core i5 CPU,
with 3.60GHz speed and 64GB of RAM.

3We note that the original paper of Pinpoint [6] uses SPEC2000, which is
too old and not available to us. We replace it with SPEC2006.

TABLE II
RQ1: THE PERCENTAGE OF DETECTED NON-NULL FACTS

ID VFA/CPA NCA VFA+NCA BONA ↑
1 51.9 47.9 63.9 69.2 8.3
2 35.5 43.5 51.1 59.5 16.5
3 55.9 66.2 69.4 75.1 8.4
4 22.1 34.1 39.7 49.8 25.6
5 20.0 27.5 31.7 45.5 43.5
6 14.1 24.7 27.8 40.0 44.2
7 20.3 31.9 35.9 47.4 31.8
8 19.5 27.9 31.6 42.8 35.5
9 20.0 27.1 31.8 43.4 36.1
10 08.6 12.6 15.0 17.4 16.1

11 34.6 39.9 50.0 51.5 3.0
12 34.0 46.7 54.5 58.1 6.7
13 29.5 33.3 40.9 50.9 24.5
14 15.3 44.1 48.2 54.1 12.1
15 96.6 98.6 99.1 99.6 0.5
16 33.6 57.1 63.4 66.0 4.1
17 16.7 22.2 24.2 47.0 94.5
18 35.0 35.7 41.7 55.1 32.0
19 27.1 51.3 56.4 60.3 6.9
20 20.6 25.4 28.7 52.4 82.5

21 19.0 54.4 56.7 64.8 14.3
22 43.3 66.9 69.5 79.9 15.0
23 88.6 89.0 89.1 92.3 3.6
24 38.6 63.7 66.1 71.3 7.9
25 80.4 80.9 81.5 84.6 3.8
26 38.0 65.6 70.8 77.3 9.2
27 33.9 44.0 57.0 63.5 11.3
28 77.4 87.2 87.9 92.3 5.0
29 18.2 56.6 60.4 62.2 3.0
30 42.2 73.7 82.4 89.6 8.7

Avg. 36.4 49.3 54.2 62.1 20.5

A. RQ1: Non-Null Facts Detected

Recall that our goal is to detect as many non-null facts as
possible so that an expensive NPE detector can only focus on a
small part of dereferences in the code. Hence, the more non-null
facts we can detect, the more effective our approach is. Table II
demonstrates the percentage of non-null facts detected by the
baselines, i.e., VFA or CPA, NCA, and VFA+NCA, and our ap-
proach in the benchmark programs. The percentage represents
the number of non-nullable dereferences divided by the total
number of dereferences in the code. We can observe that BONA
detects up to 94.5%, 19.0% on average, more non-null facts than
the simple combination of VFA and NCA. Specifically, BONA
detects 49%, 59.5%, and 77.8% non-null facts (17.8%, 33.3%,
and 8.2% more non-null facts) on average in the three test suites,
respectively. Since we detect more non-null facts than the base-
line approaches, as demonstrated in the following subsections,
the synergistic effects achieved by BONA can speed up existing
static analyzers much more than all other baseline approaches.

As shown in Table II, BONA’s improvement over VFA+NCA
varies across different programs, from 0.5% to 94.5%. Many
program features could affect BONA’s performance. We discuss
a few as follows. First, the in-degree of VFG could be a measur-
able characteristic that affects VFA and BONA’s effectiveness.
That is, when a VFG node has more incoming edges, it has
more chances to receive a may-null fact which over-writes any
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TABLE III
THE NUMBER OF EXECUTED INSTRUCTIONS BY KLEE, KLEE+, AND KLEE++

ID KLEE KLEE+ KLEE++ KLEE vs. KLEE+ (%) KLEE vs. KLEE++ (%) KLEE+ vs. KLEE++ (%)

1 1,870,754 2,126,278 2,315,826 13.7 23.8 08.9
2 1,961,781 2,151,820 2,305,456 09.7 17.5 07.1
3 254,521 256,747 284,246 00.9 11.7 10.7
4 6,036 7,884 9,753 30.6 61.6 23.7
5 1,719,187 1,894,182 2,124,930 10.2 23.6 12.2
6 21,326 21,702 22,938 01.8 07.6 05.7
7 24,581 24,581 25,916 00.0 05.4 05.4
8 643,431 671,665 825,205 04.4 28.3 22.9
9 238,088 239,833 240,590 00.7 01.1 00.3

10 437,660 460,937 501,928 05.3 14.7 08.9

Avg. 717,737 785,563 865,679 07.7 19.5 10.6

must-null or must-nonnull facts it gets, making the synergistic
effect less effective. When VFG nodes have lower in-degree,
the chance for must-null or must-nonnull facts to propagate is
bigger. Thus, BONA may perform better. Second, the effective-
ness of NCA and BONA could depend on the patterns of the
program structure. Patterns like if (p != null) or *p =
u can derive MUST-NONNULL facts that dominate all following
dereferences of pointer p. The more these patterns exist in the
program, the more non-null pointers NCA can infer to boost
the effectiveness of BONA. Third, the density of the call graph
can affect the effectiveness of BONA. Since NCA is intra-
procedure, only when there are more inter-procedural value
flows can more must-null or must-nonnull facts computed by
NCA be passed across the function boundary, thus increasing
the chances of the synergistic effect working.

B. RQ2: Overhead over NPE Analyzers

In this subsection, we aim to show that, compared to KLEE
and Pinpoint, two state-of-the-art path-sensitive static analyz-
ers, the overhead of BONA is negligible. However, as discussed
in the next subsection, the performance improvement brought
by the small overhead is notable.

1) Using BONA With KLEE: KLEE is a symbolic execu-
tion engine that exhaustively explores every program path in
the code. When used to detect NPEs, before every pointer-
dereferencing instruction, if we can determine the pointer
cannot be null, we will skip the NPE detection procedure.
Otherwise, the symbolic executor will fork a new execu-
tion state, and invoke the SMT solver, to check if an NPE
may happen.

When using the original version of KLEE to detect NPE
in the ten largest programs from GNU COREUTILS, KLEE
cannot complete its analysis in 15 minutes for each program
due to the path-explosion problem in symbolic execution. Thus,
we try to run BONA to improve the performance of KLEE-
based NPE detection, as BONA can help determine if a pointer
could be null. For each program, BONA can finish in less than
4 seconds, less than 0.44% (=4/(15*60)) of the time cost of
KLEE. In practice, KLEE usually runs for hours or indefinitely
when analyzing realistic-sized programs. As reported in [9], for
most programs in GUN COREUTILS, KLEE failed to complete

Fig. 7. Time cost of BONA and the original Pinpoint.

within one hour. Thus, in practice, compared to the 0.44%
overhead that is computed based on a 15-minute budget, the
real overhead added to KLEE by BONA is far less than 0.44%.
In conclusion, using BONA with KLEE only adds a negligible
overhead to KLEE.

2) Using BONA With Pinpoint: Pinpoint is a sparse data-
flow analysis that uses an SMT solver to check if possible NPE
paths are feasible or not. Pinpoint works in a bottom-up manner,
meaning that it analyzes callees before callers. When analyz-
ing callees, it builds function summaries containing possible
NPE paths. When analyzing callers, the function summaries
of callees are used to check if NPE may happen at a call site.
When detecting NPEs, if we can determine that a pointer cannot
be null, we can not only skip the SMT solving procedure that
checks path feasibility but also reduce the number of function
summaries to build. Thus, a promising preprocessing procedure
is very helpful.

Fig. 7 shows the time cost (in seconds) of the original Pin-
point and the preprocessing procedure. As illustrated in the
figure and listed in the second column in Table IV, it usually
takes Pinpoint 42 to 5,099 seconds to analyze the SPEC and real
programs. In contrast, BONA can finish in 15 seconds. BONA’s
time cost ranges from 0.08% to 4.76% and, on average, 0.32%
of Pinpoint’s cost. Thus, we can conclude that, using BONA as
a preprocessing procedure of Pinpoint only adds a negligible
overhead to Pinpoint.

Authorized licensed use limited to: Purdue University. Downloaded on November 14,2024 at 21:50:38 UTC from IEEE Xplore.  Restrictions apply. 



SUN et al.: FAST AND PRECISE STATIC NULL EXCEPTION ANALYSIS WITH SYNERGISTIC PREPROCESSING 3033

TABLE IV
THE TIME COST (IN SECONDS) OF PINPOINT, PINPOINT+, AND PINPOINT++

ID Pinpoint Pinpoint+ Pinpoint++ Pinpoint vs. Pinpoint+ Pinpoint vs. Pinpoint++ Pinpoint+ vs. Pinpoint++

11 3,912 1,901 1,640 2.1x 2.4x 1.2x
12 5,099 3,293 2,792 1.5x 1.8x 1.2x
13 1,200 782 471 1.5x 2.5x 1.7x
14 995 691 424 1.4x 2.3x 1.6x
15 3,881 1,902 589 2.0x 6.6x 3.2x
16 392 164 99 2.4x 4.0x 1.7x
17 326 132 54 2.5x 6.0x 2.4x
18 433 199 66 2.2x 6.6x 3.0x
19 69 36 21 1.9x 3.3x 1.7x
20 54 18 10 3.0x 5.4x 1.8x

21 201 82 54 2.5x 3.7x 1.5x
22 187 63 32 3.0x 5.8x 2.0x
23 42 20 19 2.1x 2.2x 1.1x
24 108 78 30 1.4x 3.6x 2.6x
25 110 45 31 2.4x 3.5x 1.5x
26 237 186 109 1.3x 2.2x 1.7x
27 781 391 156 2.0x 5.0x 2.5x
28 1,001 438 321 2.3x 3.1x 1.4x
29 987 499 309 2.0x 3.2x 1.6x
30 1,567 612 429 2.6x 3.7x 1.4x

Avg. 1,079 577 383 2.1x 3.8x 1.8x

C. RQ3: Performance Improvement for NPE Analyzers

We have shown that the overhead of BONA is small. This
subsection aims to demonstrate that, the small overhead brought
by BONA can notably improve the performance of KLEE and
Pinpoint, two prominent static analyzers that can detect NPE
with high precision.

1) Using BONA With KLEE: While there are a few possible
measurements, such as the time cost of the symbolic execution
and the number of pointers proved to be safe, that can be
used to show the performance improvement brought by BONA,
we choose to measure the number of instructions executed by
KLEE in a 15-minute time budget. On the one hand, we do not
use “the time cost of symbolic execution” as the measurement
because KLEE cannot finish analyzing the benchmark programs
due to path explosion. On the other hand, the number of pointers
proved safe is not a proper measurement because symbolic
execution typically is not sound and cannot prove the safety
of pointers.

Table III shows the number of executed instructions for the
largest 10 programs in COREUTILS. We can observe that
KLEE++ executes more instructions in the given time budget,
which is 15 minutes in our experiment settings. Compared to
KLEE, KLEE+ improves efficiency in terms of the number of
executed instructions by 0.0% to 30.6% with 9.5% on average
(see Column 5 in Table III), and KLEE++ improves the effi-
ciency by 1.1% to 61.6% with 20.6% on average (see Column
6 in Table III). Compared to KLEE+ where VFA and NCA are
used independently, KLEE++ takes advantage of the synergis-
tic effects and obtains an efficiency improvement of 0.3% to
23.7%, with 10.2% on average (see Column 7 in Table III).

2) Using BONA With Pinpoint: Similar to the experiments
over KLEE, we integrate BONA and the baseline approach
VFA+NCA into the Pinpoint static analyzer. Table IV shows
the time cost in seconds (including both the preprocessing and

Pinpoint’s cost) for programs in each test suite. We can observe
that Pinpoint++ is much faster than the others, demonstrating
the impacts of our approach again. Compared to Pinpoint, Pin-
point+ improves efficiency in terms of time cost by 1.3x to
3.0x with 1.9x on average (see Column 5 in Table IV), and
Pinpoint++ improves the efficiency by 1.8 to 6.6x with 2.8x
on average (see Column 6 in Table IV). Compared to Pinpoint+
where VFA and NCA are used independently, Pinpoint++ takes
advantage of the synergistic effects and obtains an efficiency
improvement of 1.1x to 3.2x, with 1.8x on average (see Column
7 in Table IV). Such a speedup is significant enough as it allows
us to check more pointer-dereferencing operations in a given
time budget and, thus, discover more NPEs.

D. Detected Real Bugs

As listed below, in the experiments, Pinpoint++ discovered
in real-world projects 12 NPEs that Pinpoint cannot find. All
12 bugs were previously unknown and have been confirmed by
the developers.

Project webassembly tmux shadowsocks transmission
# NPE 3 3 4 2

While this is not because our approach improves the bug-
finding capability if analysis resources were unlimited, BONA
improves the analysis efficiency and, thus, allows KLEE and
Pinpoint to check more pointer-dereferencing instructions in a
given time budget. For instance, by default, Pinpoint sets the
timeout of analyzing a function to one minute. An NPE not
checked within the time limit will be missed. Fig. 8 illustrates
an NPE we detected in the program shadowsocks. The code in
the figure aims to read a configuration file in JSON and parse the
name-value pairs in the JSON file. At Line 11, the code expects
the value corresponding to the name “plugin” is a character
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Fig. 8. An example of the detected NPEs in the project shadowsocks.

string. This may not be true if a malformed configuration file
is provided. Hence, Line 11 may return a null pointer to the
variable conf.plugin, which will be dereferenced at Line 12 via
the function strlen, leading to a null pointer exception.

A more interesting case is in the code from Line 19 to Line
26. At Line 19, the code expects that the variable value is a
character string but it is not. Thus, the pointer mode_str is as-
signed a null pointer, which will be dereferenced three times at
Line 20, Line 22, and Line 24 by the function strcmp. Our NCA
strategy will let us skip the pointer-dereferencing instructions
at Line 22 and Line 24, because they are dominated by that at
Line 20. That is, if we can pass Line 20, the pointer mode_str
cannot be a null pointer. Thus, we only report the NPE at Line
20. This does not mean we miss the other two reports but makes
the bug report concise. Developers only need to fix the NPE at
Line 20, e.g., by adding a null check between Line 19 and Line
20, the other two will also be fixed.

V. RELATED WORK

Static bug finding is a classic topic and has been extensively
studied in past decades. Among existing techniques, many
aim to achieve high precision by inferring and solving path
conditions [5], [6], [7], [8], [9], [33], [34], [35], [36]. These
techniques are often very expensive and may have to take a
few hours to check a software system. To speed up, many
optimization techniques have been proposed. First, many static
analyses adopt a compositional design as they produce function
summaries to avoid repetitive analyses of the same function at
different call sites [5], [6], [7], [8], [37], [38], [39]. Second,
abstraction-based approaches such as SLAM [40], BLAST [41],
and SATABS [42], [43] adopt abstract refinement to improve

the scalability. Third, it has been reported sparse dataflow anal-
ysis gains scalability by propagating dataflow facts via data
dependence, thus being capable of skipping unnecessary control
flows [6], [14], [15], [21], [44]. Fourth, it is also effective to
speed up static analysis by utilizing the mutual synergy among
different bug types [35]. Fifth, we can also design parallel or
distributed algorithms to scale static analysis [16], [17], [18].
More recently, Shi et al. [33] proposed an approach to fusing the
static analysis and the constraint solver to save the unnecessary
cost of computing path conditions and optimizing the constraint
solver via program information.

Compared to the aforementioned approaches, it seems to be
straightforward to utilize a lightweight and sound analysis as a
preprocessing procedure to prune easy cases. Thus, all afore-
mentioned works rarely mention their strategies of preprocess-
ing. However, we find that trivially applying preprocessing anal-
yses could significantly limit their effectiveness in improving
the analysis speed. To break out the limits, we propose a more
powerful preprocessing strategy, which utilizes the mutual syn-
ergy among two sound and lightweight analyses. In addition to
KLEE [9] and Pinpoint [6] that have been extensively evaluated
in our experiments, we believe our approach is orthogonal to all
aforementioned existing works and can be directly employed to
accelerate the detection of null exceptions.

In addition to general static bug-finding frameworks dis-
cussed above, there are also a few static analyses specially
designed for detecting null pointer exceptions. SALSA [12]
aims for verification, i.e., to identify all pointer dereferences
that can be concluded to be safe; all remaining dereferences
may cause null exceptions. SALSA also depends on a scalable
imprecise preprocessing analysis, but it does not utilize a syn-
ergistic preprocessing procedure like our approach. XYLEM
[11] aims for bug detection instead of verification. It imple-
ments a backward demand-driven strategy to find the evidence
of null exceptions. Such demand-driven approaches can avoid
demand-irrelevant computations, thus being more scalable than
exhaustive analyses. Similarly, Madhavan and Komondoor [13]
proposed a demand-driven analysis for detecting null excep-
tions. They focus more on how to soundly handle recursive data
structures and perform the strong update for pointer analysis.

NullAway [10] and CheckerFramework [45] are the most
recent null exception detectors based on type-based static anal-
ysis. We do not compare BONA with them in the experiments
due to three reasons. First, our implementation is for C/C++, but
NullAway and CheckerFramework are implemented for Java.
We failed to find their C/C++ version and cannot compare
BONA to them directly. Second, except for being designed for
different languages, NullAway and CheckerFramework heavily
depend on manual annotations on the nullability of program
variables. BONA does not rely on any manual efforts. In this
sense, BONA is orthogonal to them as BONA may be able to
provide automatic annotations: if BONA can annotate nonnull
pointers according to its result. Third, as discussed in the in-
troduction, BONA is designed as a preprocessing procedure to
scale heavy path-sensitive static analysis. NullAway and Check-
erFramework are not heavy path-sensitive analyzers and, thus,
out of the scope of our target static analyses.
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VI. CONCLUSION

In this work, we study the potential of utilizing preprocessing
procedures to scale precise yet costly NPE analysis. We argue
that this is an effective method but significantly underestimated
by previous works. Particularly, we propose to utilize the syn-
ergistic effects, which allow us to design more powerful pre-
processing procedures. The evaluation results demonstrate that
we can significantly speed up state-of-the-art static analyzers.
We believe that such a synergistic preprocessing procedure has
great potential for speeding up the detection of other bug types
and other static analyzers, which we leave as our future work.
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