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Static analysis is essential for program optimization, bug detection, and debugging, but its reliance on compilation and limited
customization hampers practical use. Advances in LLMs enable a new paradigm of compilation-free, customizable analysis
via prompting. LLMs excel in interpreting program semantics on small code snippets and allow users to define analysis
tasks in natural language with few-shot examples. However, misalignment with program semantics can cause hallucinations,
especially in sophisticated semantic analysis upon lengthy code snippets.

We propose LLMSA, a compositional neuro-symbolic approach for compilation-free, customizable static analysis with
reduced hallucinations. Specifically, we propose an analysis policy language to support users decomposing an analysis
problem into several sub-problems that target simple syntactic or semantic properties upon smaller code snippets. The
problem decomposition enables the LLMs to target more manageable semantic-related sub-problems, while the syntactic
ones are resolved by parsing-based analysis without hallucinations. An analysis policy is evaluated with lazy, incremental,
and parallel prompting, which mitigates the hallucinations and improves the performance. It is shown that LLMSA achieves
comparable and even superior performance to existing techniques in various clients. For instance, it attains 66.27% precision
and 78.57% recall in taint vulnerability detection, surpassing an industrial approach in F1 score by 0.20.
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1 INTRODUCTION
Static analysis has long been an essential technique in the software development, facilitating various software
engineering tasks such as program optimization [1, 2], bug detection [3, 4], and repair [5, 6]. Despite significant
progress in precision, efficiency, and scalability over recent decades [7, 8], its widespread adoption in the industry
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has lagged behind expectations. According to existing studies [9–11], two significant limitations contribute
to the underutilization of static analysis. First, mainstream static analysis tools, such as FlowDroid [4] and
Infer [3], rely on the compilation process from source code to intermediate representations (IR), limiting their
usability in development environments where code is often incomplete. Second, existing static analyzers only
provide limited support for customization to accommodate specific requirements of developers [10]. Moreover,
such customization often necessitates experienced compiler hacking skills and expert knowledge of IRs. These
two limitations erect significant barriers, discouraging many practitioners from fully integrating analyzers into
development workflows.

This work addresses the two limitations of recent advances in large language models (LLMs). LLMs have
shown their exceptional performance in programming-related tasks, including code generation [12], program
transformation [13, 14], and test case generation [15]. The capability of understanding program semantics
makes LLMs stand out as a promising alternative to static analyzers [16]. For example, with a natural language
definition of a bug accompanied by buggy examples, LLMs can identify bugs in code snippets without the
need for compilation. Unlike traditional static analysis methods, this prompting-based approach demonstrates
another attractive paradigm of static analysis that naturally supports compilation-free and customizable analysis.
However, inherent hallucinations [17] make LLMs the Sword of Damocles when solving specific static analysis
problems, eventually leading to incorrect analysis results. For instance, in bug detection, LLMs may fail to
correctly identify faulty values or their propagation, resulting in false positives or negatives.

To mitigate LLM hallucinations, our approach is grounded in two key insights, facilitating an effective
compilation-free and customizable static analysis. First, we realize that a sophisticated static analysis prob-
lem can be decomposed into smaller, more tractable sub-problems focused on simpler program properties within
compact code snippets. This decomposition narrows the program scope and simplifies the properties that LLMs
address, thereby reducing the risk of hallucinations. As such, we introduce a restricted form of Datalog, e.g.,
𝑅1 (𝑥,𝑦) ← 𝑅2 (𝑥, 𝑧), 𝑅3 (𝑧,𝑦), which enables the users to decompose a static analysis problem, e.g., analyzing the
program property depicted by 𝑅1 (𝑥,𝑦), into several sub-problems, e.g., analyzing simpler program properties
depicted by 𝑅2 (𝑥, 𝑧) and 𝑅3 (𝑧,𝑦). The second insight is that while semantic analysis is generally undecidable [18],
many syntactic properties of programs can be effectively addressed through deterministic, parsing-based analysis.
Hence, we can customize LLMs by prompting them to analyze semantic properties while leveraging a parser to
derive syntactic properties. Such a neuro-symbolic design would remove the hallucinations from the reasoning
of syntactic properties. Specifically, the Datalog-style analysis policy allows for two kinds of relations, e.g.,
𝑅2 (𝑥, 𝑧) may be either symbolic or neural relations, to represent the syntactic and semantic program properties,
respectively.

Based on the insights, we further develop an evaluation procedure that evaluates the Datalog-style analysis
policy by applying a program parser and user-customized LLM prompting. Technically, the evaluation procedure
benefits from three key designs. First, we introduce the lazy prompting in evaluating each Datalog rule, effectively
reducing the hallucinations in populating neural relations via prompting. Second, we propose the incremental
prompting to skip unnecessary prompting rounds, ensuring the tuples in the neural relations would not be
generated by LLMs multiple times. Third, we parallelize the evaluation procedure according to the dependency
relation between the rules in the analysis policy, which achieves the acceleration without introducing additional
rounds of prompting. Under the premise of the determinism of prompting, LLMSA theoretically achieves the
minimal rounds of prompting for a specific fragment of the analysis policy language. Meanwhile, its parallel
version requires the same prompting rounds as its non-parallel counterpart.

We have developed a prototype of LLMSA for Java program analysis and conducted extensive experiments
across three key static analysis clients, including alias analysis, program slicing, and bug detection, upon both
benchmark datasets and real-world applications. By evaluating the specified analysis policies, LLMSA achieves
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a precision of 72.37% and a recall of 85.94% in alias analysis, and meanwhile, attains 91.50% precision and
84.61% recall in the program slicing. Its average precision and recall of bug detection upon Juliet Test Suite [19]
reach 82.77% and 85.00%, respectively. It is also shown that LLMSA achieves comparable and even exceeding
performance than existing domain-specific static analysis techniques. For example, it surpasses a recent program
slicing technique NS-Slicer [20] by 0.06 F1 score and the state-of-the-art bug detector Pinpoint [8] by 0.05
F1 score averagely in detecting different types of bugs upon Juliet Test Suite. Besides, in real-world malware
applications within TaintBench [21], LLMSA successfully detects 55 out of 70 taint vulnerabilities, achieving
a precision of 66.27% and a recall of 78.57%, which surpasses an industrial tool by 37.66% recall and 0.20 F1
score, respectively. It is also worth noting that our design yields up to 3.79× speedup compared to ablations,
demonstrating substantial improvements in analysis efficiency. Lastly, unlike many existing techniques, LLMSA
offers a general analysis framework, which requires little manual labor and expert knowledge in the customization.
Concretely, the analysis policies for the three clients contain an average of 8.8 Datalog rules, 4.6 symbolic relations,
and 2.6 neural relations, and meanwhile, each neural relation specification spans approximately 77 lines in a
JSON file. To summarize, the key contributions of our work are as follows:
• We propose a compositional neuro-symbolic approach that leverages LLMs to enable compilation-free and

customizable analysis.
• We introduce a restricted form of Datalog as the analysis policy language, enabling user-defined problem

decomposition and cross-verification with program parsing to mitigate hallucinations.
• We present a series of evaluation strategies, including lazy, incremental, and parallel prompting, to mitigate

the innate hallucinations of LLMs and significantly improve the performance.
• We perform extensive experiments to show that LLMSA is compilation-free and easy-to-customize but achieves

comparable and even superior performance relative to the specialized SOTA targeting specific tasks.

2 OVERVIEW
In this section, we first summarize the dilemma of current static analysis techniques (§ 2.1), motivate the
prompting-based static analysis (§ 2.2.1), and outline our overarching idea (§ 2.2.2).

2.1 The Dilemma of Static Analysis
Static analysis, a technique that analyzes code without execution, has been extensively researched for several
decades but has not been as widespread as expected. In what follows, we highlight two critical factors that cause
the dilemma and motivate the new static analysis paradigm in this work.

2.1.1 Reliance of Compilation. Mainstream static analysis tools, such as FlowDroid [4] and Infer [3], are
composed of sophisticated semantic analyses applied to IR code generated during the compilation process.
However, these tools fail to analyze incomplete programs, especially the ones frequently edited in development
environments. For instance, as illustrated in Figure 1(a), the Java class Controller in incomplete during development.
The developer may need a program slicer [22] to localize the statements affecting a specific program value, such
as the variable userCity at line 26. In this scenario, the program slicer is required to identify alias pairs of Java
references, such as (addr1, addr3) and (user1, user3), eventually extracting a program slice that contains lines 16,
19, 21, 23, and 25. However, the absence of necessary IR code on incomplete programs hinders the effectiveness
of these static analyzers.

Even when a program is compilable, most static analysis techniques have to interfere with the original
compilation configuration to access IR code, which becomes challenging for large-scale projects [23]. For example,
many LLVM-IR-based analyzers, such as SVF [7] and Pinpoint [8], require C/C++ projects to be compiled using
wllvm, a Clang wrapper [24], while C/C++ languages support over 20 build systems and 36 compilers, making
it extremely difficult and error-prone to accommodate such a vast array of native build systems and compilers.
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1 public class Controller {
2   Map<String, User> userDatabase = new HashMap<>();
3  
4   public void functionA() {...} // incomplete code
5 
6   public void insertAndRetrieve() {
7     Addr addr1 = new Addr("NY", "5th Ave");
8     User user1 = new User("Alice", addr1);  
9     userDatabase.put("id1", user1);

10 
11     Addr addr2 = new Addr("LA", "Sunset Blvd");
12     User user2 = new User("Bob", addr2);
13     userDatabase.put("id2", user2);
14 
15     Addr addr3 = addr1;
16     addr3.city = "Boston";
17 
18     User user3 = userDatabase.get("id1");
19     String userCity = user3.address.city;
20 
21     Scanner scanner = new Scanner(System.in);
22     System.out.print("Want to print the user city?");
23     String response = scanner.nextLine();
24 
25     if (response.equalsIgnoreCase("yes")) {
26         System.out.println(userCity);
27     }
28 }
29 } Slice: [Line 16, Line 19, Line 21, Line 23, Line 25]

(a) Scenario I: program slicing in incomplete code (b) Scenario II: Customizing bug detectors

1 Socket sk = new Socket(“host.example.org”, 39544);
2
3 InputStreamReader isr;
4 isr = new InputStreamReader(sk.getInputStream(), "UTF-8");
5
6 BufferedReader readerBuffered = new BufferedReader(isr);
7 String data = readerBuffered.readLine();//source
8
9 String str = “<p>Input: ” + data + “</p>”;

10
11 response.getWriter().println(str);//sink

Propagate taint value:

(b.i) An example of XSS bugs

1 ArrayList<Integer> scores = loadScores();
2 Scanner scanner = new Scanner(System.in);
3 String input = scanner.nextLine();
4
5 int num = Integer.parseInt(input); //source
6 int totalScore = 0;
7
8 int n = Math.min(scores.size(), num);
9

10 for (int i = 0; i < n; i++)
11 totalScore += scores[i];
12
13 int avgScore = totalScore / n;//sink

(b.ii) An example of DBZ bugs

Propagate zero value

data! → str" → str##

𝑛𝑢𝑚$ → 𝑛% → 𝑛#&

Fig. 1. Two motivating examples of compilation-free and customizable static analysis

Additionally, the ongoing evolution of IR versions compounds the problem. Specifically, many projects may
require newer compilers to generate higher-version IR code, such as the latest version of Linux kernel, while
many static analyzers are compatible only with specific lower IR versions. This mismatch creates an IR version
trap [11], further impeding the widespread adoption of static analysis tools in real-world scenarios.

2.1.2 Lack of Customization Support. The other significant limitation is the lack of customization support.
According to a survey in Microsoft [10], 21% of developers ceased using static analyzers because the analyzers
could not meet specific needs. For instance, FlowDroid [4] effectively detects taint-style bugs, such as the
Cross-Site Scripting (XSS) bug shown in Figure 1(b.i), by tracing taint value propagation from sources (i.e., the
origins of malicious values) to sinks (i.e., the operands of dangerous operations), where the values of sinks depend
on the value of sources. Unfortunately, for other bug types like the Divide-by-Zero (DBZ) bug in Figure 1(b.ii),
FlowDroid fails to support detection where the sink’s value must be identical to the source, rather than merely
dependent on it.

To perform specialized analyses, developers must either build new static analysis tools from scratch or modify
existing ones. According to another empirical study [9], over 70% of developers who previously used static
analyzers are dissatisfied with existing tools because they do not accommodate desired customization. Specifically,
customizing static analyzers also requires in-depth knowledge of compiler infrastructures, particularly expertise
in IR code, thereby significantly raising the barrier to tool usage. Although recent tools like CodeQL [25] enable
customization through queries, developers are still required to learn a domain-specific language with an extensive
set of APIs, often introducing a steep learning curve.

2.2 Compilation-free and Customizable Static Analysis
To fill the research gap, we propose a compilation-free and customizable static analysis. In what follows, we will
first introduce static analysis via prompting, then highlight the hallucination issues, and lastly outline the key
idea of our solution.
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Analysis Policy

Program ParserProgram

Neural Relation
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Symbolic
Relation

LLM

Rule Evaluator
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Constructor
Intensional
Relation

Neural
Relation

Rule EvaluatorUser

…

Neural
Constructors

Symbolic
Constructors

Fig. 2. The workflow of LLMSA

2.2.1 Static Analysis via Prompting. Large language models (LLMs), advanced neural networks pre-trained upon
a huge amount of data, have demonstrated remarkable performance in understanding program semantics [26–29],
which suggests that they can be treated as a compiler or a static analyzer to interpret program semantics. For
example, the users can provide the definitions of the program slice and bug types along with the examples
containing explanations to conduct the few-shot chain-of-thought (CoT) prompting [30]. As a result, LLMs would
output a program slice or report potential bugs with explanations. Unlike modifying existing static analyzers,
crafting prompts requires no expertise in compiler internals or IRs. Instead, users simply specify the analysis task
in natural language and provide examples, which enables data-driven customization.

As shown by existing efforts in the NLP community [17, 31], LLMs have become the Sword of Damocles in
solutions to many domain problems due to their inherent hallucinations. The similar challenge also exists in
prompting-based static analysis. For instance, the precision and the recall of the DBZ detection powered by
GPT-3.5-Turbo were both lower than 5% when we applied few-shot CoT prompting to Java programs in Juliet
Test Suite [19], as the model fails to precisely identify potential zero values and track their propagation. Hence,
it is an important prerequisite to address the hallucination for a prompting-based static analyzer.

2.2.2 Our Approach. In this paper, we propose a systematic solution to mitigate the hallucinations in prompting-
based static analysis, which eventually facilitates a compilation-free and customizable analysis with exceptional
performance. Our key ideas originate from two key observations:
• A static analysis problem can be decomposed into sub-problems that focus on simpler program properties within

smaller code snippets. For example, program slicing can be reduced to analyzing data and control dependencies
of specific program values. Similarly, the XSS and DBZ bug detection can be divided into source/sink extraction
and specific forms of taint flow reachability analysis. By addressing these more manageable sub-problems,
LLMs are less likely to introduce hallucinations during prompting.
• Although non-trivial semantic analysis problems are generally undecidable [18], there still exists a wide range

of syntactic program properties that can be deterministically solved by a parsing-based analysis. In program
slicing, for example, we can easily collect all the conditions that guard a specific program line by parsing and
further determine the control dependencies. By decoupling syntactic properties from semantic ones, we can
effectively avoid LLM hallucinations when solving syntactic-related sub-problems.
Based on these insights, we present LLMSA, a compositional neuro-symbolic approach that supports

compilation-free and customizable analysis, of which the workflow is demonstrated in Figure 2. Apart from the
analyzed program, the inputs of LLMSA also include:
• Analysis policy that specifies the problem decomposition. Specifically, we employ a restricted form of Datalog as

our analysis policy language. It allows users to introduce symbolic and neural relations, which depict syntactic
and semantic properties as prerequisites, and derive desired program properties depicted by intensional relations
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Definition: List all the expression pairs (e1, e2) if the
value of the expression e1 is affected by the value of
the expression e2 during program execution.

Examples: In the following program {code}, we can
obtain all the expression pairs with data dependency:
{a list of expression pairs}. Here is {explanation}.

(a) The analysis policy for program slicing
(b) An example of neural relation

specification of DataDep

Slice(e1,𝑙)	←	SliceExpr(e1, e2),	ExprLoc(e2, 𝑙)

SliceExpr(e1,	e2)	←	ExprName(e1,	“userCity”),	ExprLoc(e1,	26),	DataDep(e2,	e1)	

SliceExpr(e1,	e2)	←	ExprName(e1,	“userCity”),	ExprLoc(e1,	26),	CtrlDep(e2,	e1)

SliceExpr(e1,	e3)	←	SliceExpr(e1,	e2),	DataDep(e3,	e2)	

SliceExpr(e1,	e3)	←	SliceExpr(e1,	e2),	CtrlDep(e3,	e2)

(1)

(2)

(3)

(4)

(5)

Fig. 3. The examples of analysis policy and neural relation specification. In the sub-figure (a), the symbolic, neural, and
intensional relations are in blue, red, and black, respectively.

in Datalog rules. For example, Figure 3(a) shows the analysis policy of program slicing with the slicing seed
userCity at line 26. The symbolic relations ExprName and ExprLoc support localizing the slicing seed, while
the symbolic relation CtrlDep and the neural relation DataDep serve as the ingredients for slicing.
• Neural relation specifications that determine how to derive semantic properties depicted by neural relations

via prompting. They consist of the definitions of semantic properties and several examples with explanations.
In program slicing, the specified neural relation specification in Figure 3(b) determines how to populate the
neural relation DataDep depicting data dependencies.
Using these inputs, LLMSA achieves customized static analysis by evaluating the specified analysis policy.

Based on the worklist algorithm, LLMSA can obtain the output relation at the fixed point, which depicts the
desired program property. Specifically, we first construct a rule dependency graph (RDG) for the analysis policy,
which encodes the dependency relation between rules and guides the iterative fixed point computation. To
evaluate a Datalog rule in the analysis policy, we need to determine the contents of the symbolic and neural
relations, which are prerequisites for deriving the program property depicted by the intensional relation in the
Datalog rule. Technically, LLMSA uses a program parser to generate tuples in symbolic relations and selects
appropriate neural constructors, which are instantiated by user-specified neural relation specifications, to populate
neural relations. However, populating neural relations with LLMs can still induce hallucinations, potentially
yielding low-quality analysis results. Also, each prompting round may have non-trivial time and token costs,
which can become unacceptable when the number of prompting rounds is large. To address these challenges , we
introduce three essential technical designs:
• Lazy prompting: During rule evaluation, we delay populating the neural relation with prompting until the

contents of other non-neural relations are also determined. In the evaluation of the rule (2) in Figure 3(a),
for example, we first determine the contents of the symbolic relations ExprName and ExprLoc and then join
their tuples to narrow down the possible values of e1. In this way, we can enforce LLMs to focus on restricted
program expressions in the prompting when, which would mitigate the hallucinations of the population of the
neural relation DataDep.
• Incremental prompting: As rules may be evaluated multiple times before reaching a fixed point, tuples for

neural relations must be generated iteratively. To avoid prompting redundantly, we apply LLM-based neural
relation constructors to generate each tuple in the neural relation only once, effectively reducing token costs.
For example, we only generate the pairs of the expressions with data dependencies one time and store them in
the relation DataDep in Figure 3(a).
• Parallelization: To reduce time overhead, we leverage the RDG to schedule the parallelization. Specifically,

we evaluate as many rules as possible in parallel if they do not overwrite the same neural relations. If two
dependent rules overwrite the same relation, we prioritize the rule that the other depends on so that we can
accelerate the generation of new tuples. In Figure 3, for example, we parallelize the evaluation of the rules (1),
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(2), (3), and (5). This parallel counterpart is proven to induce the same number of prompting rounds as the
sequential version, indicating that we can achieve acceleration without incurring extra prompting rounds.

Roadmap. Building upon the analysis policy language and its evaluation procedure, LLMSA enables user-
customized static analysis without the need for compilation. In what follows, § 3 defines the language of
analysis policy, and § 4 discusses the evaluation procedure with proof of its optimality in promoting rounds. § 5
demonstrates the empirical experiment that showcases the exceptional precision and recall achieved by LLMSA,
along with significant reductions in time and token costs benefiting from our technical designs.

3 ANALYSIS POLICY LANGUAGE
This section introduces the syntax of the analysis policy language (§ 3.1) and two important relations (§ 3.2).
Lastly, we formulate a static analysis problem as the analysis policy evaluation (§ 3.3).

3.1 Syntax
Analysis Policy 𝑝 ::= 𝑟1 | 𝑟2 | · · · | 𝑟𝑛

Rule 𝑟 ::= 𝑅𝐼 ← 𝑅1, 𝑅2, . . . , 𝑅𝑛

Relation 𝑅 ::= 𝑅𝑆 | 𝑅𝑁 | 𝑅𝐼

Symbolic Relation 𝑅𝑆 ::= 𝑅𝑆 (𝑎1 ) | 𝑅𝑆 (𝑎1, 𝑎2 )
Neural Relation 𝑅𝑁 ::= 𝑅𝑁 (𝑎1 ) | 𝑅𝑁 (𝑎1, 𝑎2 )

Intensional Relation 𝑅𝐼 ::= 𝑅𝐼 (𝑎1 ) | 𝑅𝐼 (𝑎1, 𝑎2 )
Term 𝑎 ∈ Dom ::= Expr ∪ String ∪ Int

Fig. 4. The syntax of the analysis policy language

The essential of a static analysis problem is to compute
a specific relation depicting desired program proper-
ties. As demonstrated in § 2.2.2, a static analysis prob-
lem can be decomposed into several sub-problems tar-
geting simpler properties. Utilizing the relations de-
picting the properties targeted in the sub-problems, we
can derive the desired property to achieve the original
analysis goal.

Based on the above insight, we adopt Datalog as
our analysis policy language that supports the users in specifying the problem decomposition. The syntax of
the analysis policy language is formulated in Figure 4. Specifically, an analysis policy is a set of Datalog rules
that solve a specific static analysis problem via divide-by-conquer. Each Datalog rule derives a specific relation
in its head (i.e., its left hand), namely an intensional relation, from the relations in its body (i.e., its right hand).
Unlike traditional Datalog programs, we introduce symbolic and neural relations depicting syntactic and semantic
program properties, respectively, which can only appear in the body of a rule. An output relation is defined as a
relation that does not occur within the body of any rule in the analysis policy except within rules that derive the
relation itself. Actually, it indicates the program property targeted in the original static analysis problem. Since
most common program properties can be formulated by unary and binary relations, we only permit unary and
binary relations in the analysis policy, which have one and two terms, respectively. Our work concentrates on
expression-related properties, and thus, the domain of the terms in relations is set to contain expressions, string
values, and integer values. Here, string values can encode the string representations of expressions, while integer
values indicate program lines. Without the loss of expressiveness, we restrict the number of neural relations
in the rule to be at most one. Other rules can be transformed into multiple rules conforming to our syntax by
introducing several intermediate intensional relations.

Example 3.1. Figure 3 shows the analysis policy of program slicing. The rules (2) and (3) collect direct data and
control dependencies of the slicing seed, respectively. Rules (4) and (5) transitively collect the data and control
dependencies of the expressions on which the slicing seed depends, respectively. Finally, the output relation
Slice is derived by the rule (1), depicting all the program lines belonging to the desired program slice. Similarly,
in Figure 5, the detection of intra-procedural XSS bugs is decomposed into the sub-problems of identifying
sources/sinks (formulated by rules (2) and (3)) and determining intra-procedural taint flows between expressions
(formulated by rule (1)).
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Table 1. Symbolic relations and their descriptions

Arity Symbolic Relation Description

Unary Args(e:Expr) Argument e of a function call
Unary Outs(e:Expr) Output e of a function call
Unary Paras(e:Expr) Parameter e of a function
Unary Rets(e:Expr) Return value e of a function
Unary ExprName(e:Expr, s:String) Expression e with name 𝑠
Unary ExprLoc(e:Expr, 𝑙 :Int) Expression e at line 𝑙

Binary CtrlOrd(e1:Expr, e2:Expr) The expression e1 may be evaluated before e2 in a single function
Binary CtrlDep(e1:Expr, e2:Expr) The value of e1 affects whether e2 is evaluated or not in a single function
Binary ArgPara(e1:Expr, e2:Expr) Arguments of function calls e1 match with parameters e2
Binary OutRet(e1:Expr, e2:Expr) Output of function calls e1 matches with return values e2

XSSBug(e1, e2) ← XSSSrc(e1), TaintProp(e1, e2), XSSSink(e2) (1)
XSSSrc(e1) ← XSSSrcNeural(e1) (2)

XSSSink(e1) ← XSSSinkNeural(e1) (3)

Fig. 5. An analysis policy of intra-procedural XSS detection. The neural relations are in red.

3.2 Symbolic and Neural Relation
As demonstrated by Figure 4 in § 3.1, symbolic and neural relations are the basis of the analysis, depicting
syntactic and semantic properties as prerequisites. In what follows, we will provide further details on the two
kinds of relations.

3.2.1 Symbolic Relation. In static analysis, we basically focus on the properties of specific program constructs. For
instance, specific expressions, including those associated with specific names or located at specific lines, function
parameters/return values, and arguments/output values at function call sites, are often the pivot constructs that
facilitate the analysis. Besides, program properties relating to control flows, such as control-flow order and control
dependencies, are also required in many static analysis applications. These program properties can be directly
obtained through parsing the AST of a program, offering broad applicability across various static analysis tasks.

To support the customization, we introduce a set of symbolic relations shown in Table 1 to depict common
syntactic properties. Specifically, the relations Args and Outs maintain the arguments and outputs of function
calls, respectively, while the relations Paras and Rets maintain the parameters and return values of functions,
respectively. To localize specific expressions, we offer two relations, namely ExprName and ExprLoc, that maintain
the expressions along with their names and program lines, respectively. We also introduce the relations CtrlOrd
and CtrlDep to maintain the control-flow order and control dependency between different expressions. To support
inter-procedural analysis, we introduce the relations ArgPara and OutRet that match the arguments and outputs
of function calls with the parameters and return values of callee functions, respectively. Our work does not
consider calling contexts and only facilitates the context-insensitive analysis.

Example 3.2. As shown in Figure 3(a), the symbolic relations ExprName and ExprLoc enable the identification
of the slicing seed userCity at line 26 of Figure 1(a), and CtrlDep collects the expressions which are the control
dependencies of userCity.

3.2.2 Neural Relation. While symbolic relations effectively capture syntactic properties, many semantic proper-
ties, such as data dependencies, cannot be easily extracted through parsing alone. To address this, our analysis
policy incorporates neural relations in the rules, enabling user-customized semantic analysis. By providing the
definition of a semantic property along with several examples and the program to be analyzed, the desired
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semantic property can be obtained through few-shot CoT prompting, thereby populating the neural relations in
Figure 4. We introduce the concept of neural relation specification as follows to formulate how a user specifies a
neural relation.
Definition 3.1. (Neural Relation Specification) Given a neural relation, its neural relation specification is a pair
of a natural language description 𝐷 and a set of examples E. Here, the natural language description 𝐷 defines
the desired semantic property. An example in E contains an example program 𝑃𝑒 and an explanation 𝐸𝑒 on the
program property upon the example program 𝑃𝑒 .
Example 3.3. For the analysis policy in Figure 3(a), we can provide the neural relation specification in Figure 3(b)
for the neural relation DataDep so that the LLMs can produce all the tuples in DataDep depicting all the
expressions with data dependencies. Similarly, the neural relations XSSSrcNeural and XSSSinkNeural shown in
Figure 5 depict the sources and sinks in the XSS bug detection, respectively, while the neural relation TaintProp
captures intra-procedural taint flows.

Intuitively, a neural relation specification formulates a skeleton that prompts LLMs to populate the correspond-
ing neural relation. The supplied definition and examples can coach LLMs in deriving semantic properties from
source code without compilation. More importantly, writing such specifications is both declarative and inductive,
eliminating the need for users to modify compiler internals for customization. Hence, introducing such neural
relation specifications can significantly improve the customizability of static analysis.

3.3 Static Analysis via Analysis Policy Evaluation
Based on the pre-defined symbolic relations in Table 1 and customized neural relations with their specifications,
we can derive the targeted program property by evaluating the analysis policy. Thus, we reduce a static analysis
problem to an analysis policy evaluation problem, formulated as follows.

Given a program 𝑃 , an analysis policy 𝑝 , and a set of neural relation specifications Specs, we aim to derive
all the tuples of the output relation 𝑅∗ in the analysis policy 𝑝 , which depicts the targeted program property
of the program 𝑃 .

Unlike traditional Datalog evaluation, evaluating an analysis policy in our problem exhibits two unique
challenges, which can significantly impact the effectiveness and efficiency of the analysis. First, populating neural
relations via prompting may introduce hallucinations, which cause the missing or wrong tuples in the neural
relations, further yielding the low precision and recall of the whole analysis. Second, the evaluation of an analysis
policy may require numerous prompting rounds, potentially consuming substantial token and time costs. To
achieve effective and efficient static analysis, we need to address the above challenges in the analysis policy
evaluation, which will be detailed in § 4.

4 LLMSA: NEURO-SYMBOLIC STATIC ANALYSIS
This section presents our neuro-symbolic static analysis achieved by analysis policy evaluation. We first provide
an overview of the evaluation procedure (§ 4.1). After introducing several essential ingredients for generating
symbolic and neural relations (§ 4.2), we illustrate the key technical designs of the evaluation procedure, including
the rule evaluation (§ 4.3) and the parallelization (§ 4.4).

4.1 Overview of the Evaluation Procedure
To solve the targeted static analysis problem, we need to evaluate the analysis policy specified by users with an
instantiation of the worklist algorithm. To facilitate the formalization, we first formally define two important
concepts, namely analysis state and rule semantics, as follows.
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Definition 4.1. (Analysis State) Given an analysis policy 𝑝 , an analysis state S is a function that maps a relation
symbol in 𝑝 to a set of tuples belonging to the relation.

Definition 4.2. (Rule Semantics) Given a set of neural relation specifications Specs and a rule 𝑟 in an analysis
policy 𝑝 , the rule semantics ⟦𝑟⟧Specs is a function that maps a pair of a program and an analysis state S to another
analysis state S′, where S and S′ intuitively indicate the content of the relations before and after applying the rule
𝑟 , respectively.

Example 4.1. Consider the rule (3) in Figure 3(a) and the program 𝑃 in Figure 1(a). Initially, we assume
S(𝑅) = ∅ for any relation symbol 𝑅. By applying rule (3), we obtain a new analysis state S′ = ⟦𝑟3⟧Specs (𝑃, S),
where S′ (ExprName) = {(userCity19, “userCity”), (userCity26, “userCity”)}, S′ (ExprLoc) = {(userCity26, 26)},
S′ (CtrlDep) = {(response25, userCity26)}, and S′ (SliceExpr) = {(userCity26, response25)}. Here, userCity19
refers to the expression userCity at line 19, and the same applies to other similar notations.

The analysis state intuitively depicts the discovered tuples indicating specific program properties, while the
rule semantics determines how tuples are derived from existing ones. Notably, the tuples of specific relations may
further be utilized to derive the tuples of other relations. To formalize this dependency relation, we introduce the
rule dependency graph (RDG) as follows to show the dependencies between the rules, which can further guide
our evaluation procedure.

Definition 4.3. (Rule Dependency Graph) Given an analysis policy 𝑝 , its rule dependency graph 𝐺𝑟 is a pair
(𝑉 , 𝐸) where 𝑉 contains all the rules in 𝑝 and 𝐸 is {(𝑟1, 𝑟2) | head(𝑟2) ∈ body(𝑟1)}. Here, head(𝑟2) indicates the
intensional relation of the rule 𝑟2, while body(𝑟1) is the set of the relations in the body of the rule 𝑟1. Particularly,
the rule 𝑟 ∈ 𝑉 is a leaf rule if its outdegree is 0.

Example 4.2. Consider the RDG of the analysis policy in Figure 3(a). The vertex set 𝑉 = {𝑟1, 𝑟2, 𝑟3, 𝑟4, 𝑟5}
where 𝑟𝑖 indicate the rule (i) in Figure 3(a) (1 ≤ 𝑖 ≤ 5). The edge set is

𝐸 = {(𝑟1, 𝑟2), (𝑟1, 𝑟3), (𝑟1, 𝑟4), (𝑟1, 𝑟5), (𝑟4, 𝑟2), (𝑟5, 𝑟2), (𝑟4, 𝑟3), (𝑟5, 𝑟3), (𝑟4, 𝑟5), (𝑟5, 𝑟4), (𝑟4, 𝑟4), (𝑟5, 𝑟5)}
Here, 𝑟2 and 𝑟3 are leaf rules. 𝑟1 derives the output relation Slice.

By instantiating a worklist algorithm, we present the evaluation procedure for an analysis policy on the left
side of Algorithm 1, which sequentially computes the output relation in the fixed point. Initially, it constructs an
RDG (𝑉 , 𝐸) at line 1 and enforces the analysis state map of each relation symbol to an empty set at line 2. The
worklist𝑊 is populated with all the leaf rules at line 3. The loop from lines 4 and 11 pops one rule 𝑟 from𝑊 at
line 5 and obtains a new analysis state by computing its semantics at line 6. If the derived relation, which is the
head of the rule 𝑟 , contains more tuples than before, the fixed point does not reach. In such a case, we collect all
the rules depending on the rule 𝑟 according to the RDG and append them to𝑊 . When𝑊 is empty, the algorithm
terminates and reaches a fixed point. Finally, S(𝑅∗) depicts the program property targeted in the original analysis
problem, where 𝑅∗ is the output relation of the analysis policy.

Although Algorithm 1 outlines the overall evaluation procedure for a user-specified analysis policy, we need to
concretize the rule semantics by determining how to populate the symbolic and neural relations, which can affect
the quality of the analysis result. Meanwhile, reducing the cost of computation is important, too. In the next few
sections, we will present the detailed technical designs that facilitate effective and efficient neuro-symbolic static
analysis.

4.2 Symbolic and Neural Constructor
In this section, we formulate two kinds of relation constructors that generate the tuples in symbolic and neural
relations, respectively, which facilitate the formulation of the rule evaluation in § 4.3.
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Algorithm 1: Evaluation Procedure
Input: % : A program; ? : An analysis policy; Specs: A set of neural relation speci�cations;
Output:)'⇤ : The content of the output relation;

1 (+ , ⇢ )  ConstructRuleDepGraph(? ) ;
2 S [' 7! ; | ' 2 relations(? ) ];
3 ,  GetLeafRules(+ , ⇢ ) ;
4 while, is not empty do
5 A  Pop(, ) ;
6 S0  »A…Specs (%, S) ;
7 '�  GetHead(A ) ;
8 if S0 ('� ) * S('� ) then
9 foreach (A 0, A ) 2 ⇢ do

10 ,  , [ {A 0 };

11 S S0;

12 '⇤  GetOutputRelation(? ) ;
13 )'⇤  S('⇤ ) ;
14 return)'⇤ ;

head(A2) indicates the intensional relation of the rule A2, while body(A1) is the set of the relations
in the body of the rule A1. Particularly, the rule A 2 + is a leaf rule if its outdegree is 0.

Example 4.2. Consider the RDG of the analysis policy in Figure 4(a). The vertex set + =
{A1, A2, A3, A4, A5} where A8 indicate the rule (i) in Figure 4(a) (1  8  5). The edge set is

⇢ = {(A1, A2), (A1, A3), (A1, A4), (A1, A5), (A4, A2), (A5, A2),
(A4, A3), (A5, A3), (A4, A5), (A5, A4), (A4, A4), (A5, A5)}

Speci�cally, A2 and A3 are leaf rules. A1 relies on the relation SliceExpr derived by the other four
rules. A4 and A5 rely on the relation SliceExpr derived by the last four rules. Notably, A4 and A5 are
recursive as they utilize the relation derived by themselves. Hence, we have (A4, A4) and (A5, A5) in ⇢.

Based on the above concepts, we present the evaluation procedure for an analysis policy by
instantiating a worklist algorithm, which is demonstrated in Algorithm 1. Speci�cally, it constructs
a RDG (+ , ⇢) at line 1 to guide the further evaluation. The initial analysis state maps all the relation
symbols to empty sets at line 2, and meanwhile, the worklist, is populated with all the leaf rules
at line 3. The loop from line 4 and line 11 pops one rule A from the worklist, at line 5 and obtains
a new analysis state by computing its semantics at line 6. If the derived relation, which is the head
of the rule A , contains more tuples than before, the �xed point does not reach. In such case, we
collect all the rules depending on the rule A according to the RDG and append them to the worklist
, . When a worklist is empty, the iteration terminates, yielding a �xed point of analysis states.
Eventually, S('⇤) depicts the program property targeted in the original static analysis problem
where '⇤ is the output relation in the analysis policy.

Although Algorithm 1 outlines the overall evaluation procedure for a user-speci�ed analysis
policy, we need to concretize the rule semantics by determining how to populate the symbolic and
neural relations, which can a�ect the quality of the analysis result. Meanwhile, reducing the cost
of computation is important too. In the next few sections, we will present the detailed technical
designs that facilitate e�ective and e�cient neuro-symbolic static analysis.
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Algorithm 2: Parallel Evaluation Procedure
Input: % : A program; ? : An analysis policy; Specs: A set of neural relation speci�cations;
Output:)'⇤ : The content of the output relation;

1 (+ , ⇢ )  ConstructRuleDepGraph(? ) ;
2 S [' 7! ; | ' 2 relations(? ) ];
3 ,  + ;
4 while, is not empty do
5 f, ⇤  GetMaxParallelizableBatch(, ) ;
6 S0  S; ,  , \ f, ⇤;
7 foreach A 2 f, ⇤ in parallel do
8 S0A  »A…Specs (%, S) ;
9 '  GetHead(A ) ;

10 if S0A (') * S(') then
11 foreach (A 0, A ) 2 ⇢ do
12 ,  , [ {A 0 };

13 lock(S0 ) ;
14 S0  JoinAnalysisState(S0, S0A ) ;
15 unlock(S0 ) ;
16 S S0;

17 '⇤  GetOutputRelation(? ) ;
18 )'⇤  S('⇤ ) ;
19 return)'⇤ ;

as ≠), which determines scanner21 as the data dependency of response23 , further introducing a
new tuple in DataDep and SliceExpr, respectively.

Based on the rule evaluation with lazy and incremental prompting, we obtain an instantiation
of Algorithm 1 that achieves the optimality in terms of the number of prompting rounds when
the analysis policy induces the same constrained neural constructor for each neural relation in
di�erent rules. We formulate it as the following theorem.

T������ 4.1. Assume that each prompting round is deterministic. Algorithm 1 requires the minimal
number of prompting rounds if a speci�c neural relation is populated by the same constrained neural
constructor during the evaluation of di�erent Datalog rules.

4.4 Parallelization
Although we minimize the number of prompting rounds with incremental prompting in § 4.3.3, the
evaluation procedure is time-consuming as a single round of prompting can introduce signi�cant
time overhead. For example, it can take around two seconds to conduct a few-shot CoT prompting
using GPT-3.5-Turbo when applying a neural constructor of the relation DataDep. When the
analysis policy contains a large number of Datalog rules, especially the recursive ones, Algorithm 1
would evaluate each rule multiple times in a sequential manner until it reaches the �xed point,
making the time overhead aggregate dramatically. To achieve the acceleration of Algorithm 1, a
simple and straightforward improvement is evaluating all the rules simultaneously in a single
worklist iteration. However, if two rules contain the same neural relation in the rule bodies, for
example, the rule (2) and rule (4) in Figure 4(a), the constrained neural constructor applied in the
evaluation of one rule is not aware of the generated tuples in the evaluation of the other rule. Such
opaque prompting rounds in the parallel evaluation can cause redundant prompting rounds.

18

Definition 4.4. (Symbolic Constructor) Given a symbolic relation symbol 𝑅𝑆 , its symbolic constructor is a
function 𝛾𝑅𝑆 that maps a program 𝑃 to a universal set of tuples belonging to 𝑅𝑆 .

A symbolic constructor is essentially a visitor over the AST of the program. In Table 1, the symbolic constructors
of Args, Outs, Paras, Rets, ExprName, and ExprLoc populate these relations by inspecting the attributes of AST
nodes. The constructors of CtrlOrd and CtrlDep examine the branches and loops to populate the relations. The
constructors of ArgPara and OutRet utilize the call graph derived from function names and type signatures to
match arguments/outputs with parameters/return values. Remarkably, symbolic constructors efficiently populate
relations without requiring compilation, forming an essential foundation for compilation-free analysis.

Unlike symbolic relations, populating neural relations is non-deterministic, as it depends on the results of LLM
prompting. Notably, multiple neural relation specifications may exist for a given neural relation, determining
different ways of populating the relation. Consider DataDep in Figure 3(a) as an example. Apart from Figure 3(b),
we can populate DataDep by prompting to check if any pair of expressions have a data dependency. Also, we
can enumerate each expression e in the program and prompt the LLMs to obtain all expressions e′ such that
either (e, e′) or (e′, e) belongs to DataDep. To formalize this, we introduce the concept of the neural constructor
as follows.

Definition 4.5. (Neural Constructor) Given a neural relation specification and an LLM, the induced constructor
𝛾𝑅𝑁 of a binary neural relation 𝑅𝑁 can be:
• 0-arity constructor 𝛾0

𝑅𝑁
maps a program 𝑃 to a set of pairs as the neural relation.

• 1-arity constructor maps a program 𝑃 and the value of 𝑥 ∈ Dom to a set of pairs that belong to 𝑅𝑁 . Concretely,
𝛾1𝑏
𝑅𝑁

is a backward 1-arity constructor such that (𝑥1, 𝑥2) ∈ 𝛾1𝑏
𝑅𝑁
(𝑃, 𝑥) implies 𝑥2 = 𝑥 . 𝛾1𝑓

𝑅𝑁
is a forward 1-arity

constructor such that (𝑥1, 𝑥2) ∈ 𝛾1𝑓
𝑅𝑁
(𝑃, 𝑥) implies 𝑥1 = 𝑥 .

• 2-arity constructor 𝛾2
𝑅𝑁

maps a program 𝑃 and a value pair (𝑥1, 𝑥2) ∈ Dom×Dom to {(𝑥1, 𝑥2)} or ∅, indicating
that (𝑥1, 𝑥2) belongs to or does not belong to 𝑅𝑁 , respectively.
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Table 2. The examples of neural constructors and the definitions in neural relation specifications

Constructor Definition

𝛾0
DataDep (𝑃 ) List all the expression pairs (e1, e2) where e2 is data-dependent to e1

𝛾1𝑏
DataDep (𝑃, e2) Given e2, list all the expression pairs (e1, e2) where e2 is data-dependent to e1

𝛾
1𝑓
DataDep (𝑃, e1) Given e1, list all the expression pairs (e1, e2) where e2 is data-dependent to e1

𝛾2
DataDep (𝑃, (e1, e2) ) Given e1 and e2, list (e1, e2) if e2 is data-dependent on e1.

𝛾0
XSSSrcNeural (𝑃 ) List all the expressions that are the sources of the XSS bugs.

𝛾1
XSSSrcNeural (𝑃, e) Given e, list e if the expression e is a source of the XSS bug.

Similarly, the neural constructor of a unary neural relation 𝑅𝑁 is either (1) the 0-arity constructor 𝛾0
𝑅𝑁

mapping
a program 𝑃 to all the 1-tuples (𝑥) ∈ 𝑅𝑁 or (2) the 1-arity constructor 𝛾1

𝑅𝑁
mapping a program 𝑃 and 𝑥 ∈ Dom

to {(𝑥)} or ∅, indicating (𝑥) belongs to or does not belong to 𝑅𝑁 , respectively.

Example 4.3. Table 2 shows the neural constructors of the binary neural relation DataDep and the unary
neural relation XSSSrcNeural and the definitions in the corresponding neural relation specifications. Due to space
limitations, we do not expand the definition of data dependency and the sources of XSS bugs in Table 2. In the
neural relation specifications, we also need to provide several examples along with definitions to coach LLMs for
the neural relation population.

Although different neural constructors can all generate the tuples in the relation, the hallucinations introduced
by different neural constructors can vary significantly. Specifically, a constructor with a larger arity can cause fewer
hallucinations. Intuitively, the 2-arity constructor can introduce fewer hallucinations than the 1-arity constructor
when populating a binary neural relation, as the former only has to reason the relationship between two given
values. Similarly, fewer hallucinations would be introduced by 1-arity constructors than 0-arity constructors for
both unary and binary neural relations. To mitigate the hallucinations in the analysis policy evaluation, we have
to choose proper neural constructors for each Datalog rule, of which the details are demonstrated in § 4.3.

4.3 Rule Evaluation
Rule evaluation becomes complex when a neural relation is involved in the body of the rule. First, the LLM
hallucinations introduced by different neural constructors can vary significantly, as highlighted at the end
of § 4.2. Second, computing a fixed point with the sequential worklist algorithm in Algorithm 1 may require
numerous rounds of prompting and, thus, consume substantial computation resources. In what follows, we
present the technical designs by addressing the above two challenges. Specifically, we first introduce the concept
of constrained neural constructor, which formalizes how to choose a neural constructor to populate each neural
relation (§ 4.3.1). Then we demonstrate the details of the rule evaluation using constrained neural constructors
with two important strategies, namely lazy prompting (§ 4.3.2) and incremental prompting (§ 4.3.3).

4.3.1 Constrained Neural Constructor. As discussed in § 4.2, neural constructors with larger arities tend to reduce
hallucinations when populating tuples for neural relations. As demonstrated in § 3.1, a rule contains at most
one neural relation, with the remaining relations being either symbolic or intensional. The non-neural relations
can be deterministically populated, thereby constraining the values of the terms in the neural relation. Such
terms, which we refer to as bounded terms, enable us to choose neural constructors with as many arities as
possible to effectively mitigate hallucinations. To formalize this idea, we introduce the concept of constrained
neural constructor.
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Definition 4.6. (Constrained Neural Constructor) Consider a unary neural relation symbol 𝑅1 with the term 𝑎
and a binary neural relation symbol 𝑅2 with two terms 𝑎1 and 𝑎2. Given a set of bounded terms A, the constrained
neural constructors of 𝑅1 and 𝑅2 are as follows:

𝜏 (𝑅1,A) =
{
𝛾1
𝑅1

if 𝑎 ∈ A
𝛾0
𝑅1

if 𝑎 ∉ A
𝜏 (𝑅2,A) =




𝛾2
𝑅2

if 𝑎1 ∈ A ∧ 𝑎2 ∈ A
𝛾

1𝑓
𝑅2

if 𝑎1 ∈ A ∧ 𝑎2 ∉ A
𝛾1𝑏
𝑅2

if 𝑎1 ∉ A ∧ 𝑎2 ∈ A
𝛾0
𝑅2

if 𝑎1 ∉ A ∧ 𝑎2 ∉ A

Here, the neural constructors 𝛾0
𝑅1

, 𝛾1
𝑅1

, 𝛾0
𝑅2

, 𝛾1𝑓
𝑅2

, 𝛾1𝑏
𝑅2

, and 𝛾2
𝑅2

are defined in Definition 4.5.

Essentially, a neural constructor searches tuples that belong to the neural relation via prompting. When a
neural constructor has fewer arities, the search problem would be more manageable. By enumerating the values
of bounded terms and applying constrained neural constructors in Definition 4.6, we can reduce the problem of
populating neural relations to a series of simpler search problems, which can be effectively solved by prompting
LLMs with reduced hallucinations.
Example 4.4. Consider the rule (4) in Figure 3(a). The intensional relation SliceExpr in the rule body has the
terms e1 and e2. If we populate the neural relation DataDep after obtaining the tuples in the relation SliceExpr,
the terms e1 and e2 become bounded, i.e., A = {e1, e2}. Hence, the constrained neural constructor of DataDep is
the backward 1-arity constructor 𝛾1𝑏

DataDep as e2 ∈ A and e3 ∉ A. Specifically, it searches the possible value of
e3 according to each fixed value of e2. Compared to 0-arity constructor 𝛾0

DataDep that searches the expression
pairs with data dependencies, 𝛾1𝑏

DataDep concentrates on a simpler problem in each prompting, thereby introducing
fewer hallucinations.
4.3.2 Rule Evaluation with Lazy Prompting. Based on constrained neural constructors, we can instantiate the
semantics of a Datalog rule 𝑟 in an analysis policy with four inference rules in Figure 6. Our basic idea is to
populate the neural relation with the constrained neural constructor after joining the tuples of other relations in
the rule body. This strategy, which we call as lazy prompting, enables us to obtain the bounded terms as many
as possible so that the constrained neural constructor introduces few hallucinations. Specifically, we introduce a
program 𝑃 , an analysis state S, a set of relations R, and a set of bounded terms as the evaluation context. Initially,
the analysis state is S. The set R contains all the relation symbols in the rule body, while the set of bounded
terms A is empty. By applying the four inference rules, we can eventually obtain an analysis state that is exactly
⟦𝑟⟧Specs (𝑃, S), where the neural relation specifications in Specs instantiate all the neural constructors. To simplify
demonstration, we assume that a neural relation can only appear at the end of a Datalog rule 𝑟 := 𝑅𝐼 ← 𝑅1, · · · , 𝑅𝑛 ,
i.e., 𝑅𝑛 is a neural relation if 𝑟 contains a neural relation in its body. Technically, the inference rules work as
follows:
• The rule Eval-Symoblic picks a symbolic relation 𝑅𝑖 from the set R, applies the corresponding symbolic

constructor 𝛾𝑅 , and updates the analysis state if the symbolic relation 𝑅𝑖 has not been populated. The rule
Eval-Intensional does not have a special effect on the analysis state. Notably, the rules Eval-Symoblic and
Eval-Intensional both remove a relation 𝑅𝑖 from R, which indicates that the relation 𝑅𝑖 has been examined,
and meanwhile, aggregate the terms of examined relations in the set A as their values are bounded.
• If no neural relation exists in the body, the inference rule Eval-Head conducts the natural join upon all the

relations in the body and projects the result upon the terms of the intensional relation 𝑅𝐼 . Here, the natural join
operation ⊲⊳ and the projection operation Π are the standard operations in relational algebra.
• If there exists one neural relation in the rule 𝑟 , without the loss of generality, assumed to be 𝑅𝑛 , we first apply

Eval-Symbolic and Eval-Intensional until only 𝑅𝑛 is not examined. Then the rule Eval-Neural conducts the
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𝑟 := 𝑅𝐼 ← 𝑅1, · · · , 𝑅𝑛
𝑅𝑖 ∈ R, type(𝑅𝑖 ) = symbolic, S′ = S

S′ = S′ [𝑅𝑖 ↦→ ite(S′ (𝑅𝑖 ) = ∅, 𝛾𝑅𝑖 (𝑃), S′ (𝑅𝑖 ))]
R′ = Ri \ {𝑅𝑖 }, A′ = A ∪ term(𝑅𝑖 )

𝑃, S, R, A ⊢ 𝑟 ⇝ S′, R′, A′

(Eval-Symbolic)

𝑟 := 𝑅𝐼 ← 𝑅1, · · · , 𝑅𝑛
𝑅𝑖 ∈ R, type(𝑅𝑖 ) = intensional, S′ = S

R′ = R \ {𝑅𝑖 }, A′ = A ∪ term(𝑅𝑖 )
𝑃, S, R, A ⊢ 𝑟 ⇝ S′, R′, A′

(Eval-Intensional)

𝑟 := 𝑅𝐼 ← 𝑅1, · · · , 𝑅𝑛
𝑅𝑛 ∈ R, |R| = 1, type(𝑅𝑛) = neural, S′ = S

𝑇 = Πterm(𝑅𝑛 )∩A (S(𝑅1) ⊲⊳ · · · S(𝑅𝑛−1))
𝛼 = 𝜏 (𝑅𝑛,A), S′ = S′ [𝑅𝑛 ↦→

⋃
t∈𝑇 𝛼 (𝑃, t)]

R′ = R \ {𝑅𝑛}, A′ = A ∪ term(𝑅𝑛)
𝑃, S, R, A ⊢ 𝑟 ⇝ S′, R′, A′

(Eval-Neural)

𝑟 := 𝑅𝐼 ← 𝑅1, · · · , 𝑅𝑛, R = ∅, S′ = S
S′ = S′ [𝑅𝐼 ↦→ Πterm(𝑅𝐼 ) (S1 (𝑅1) · · · ⊲⊳ S1 (𝑅𝑛))]

𝑃, S, R, A ⊢ 𝑟 ⇝ S′, R′, A′

(Eval-Head)
Fig. 6. The instantiation of rule semantics

natural join on the non-neural relations and further projects the joined result upon the bounded terms in 𝑅𝑛 ,
i.e., term(𝑅𝑛) ∩A, which yields a set of tuples𝑇 . To form the tuples in 𝑅𝐼 , we only need to apply the constrained
neural constructor 𝜏 (𝑅𝑛,A) to the tuples in 𝑇 , as any other tuples would make S(𝑅1) ⊲⊳ · · · S(𝑅𝑛−1) ⊲⊳ S(𝑅𝑛)
empty.
The strategy of lazy prompting delays populating the neural relations until the contents of symbolic and

intensional relations are determined. Obviously, this strategy can yield as many bounded terms as possible,
which enables us to choose the neural constructors with as many arities as possible, thereby mitigating the
hallucinations. Meanwhile, the set𝑇 in the inference rule Eval-Neural will contain more tuples if we omit several
non-neural relations in the natural join operations, which makes the rule Eval-Neural induce more prompting
rounds than the current design. Hence, our lazy prompting strategy not only mitigates the hallucinations in the
rule evaluation but also effectively reduces the prompting rounds.

Example 4.5. Consider the rule (1) in Figure 5. XSSSrc and XSSSink are intensional relations, yielding A =
{e1, e2}. Based on Definition 4.6, the constrained neural constructor of TaintProp is the 2-arity constructor
𝛾2

TaintProp. Based on the inference rule Eval-Neural in Figure 6, we can populate TaintProp by applying 𝛾2
TaintProp

to the expressions in XSSSrc and XSSSink in a pairwise manner. The generated tuples in the relation DataDep
can eventually contribute to forming the tuples in the output relation XSSBug.

Lastly, it is worth noting that the tuples generated by constrained neural constructors are further validated by
the symbolic relations in the rule evaluation. For example, assume that the LLMs hallucinate and derive a wrong
relation DataDep in Figure 3(a), the rule (1) aggregates it with the symbolic relations ExprName and ExprLoc,
which can further remove the spurious tuples that should not belong to the neural relation.

4.3.3 Rule Evaluation with Incremental Prompting. Figure 6 defines the inference rule Eval-Neural, which
applies a constrained neural constructor to the tuples in the set 𝑇 . Since a rule in the analysis policy may be
evaluated multiple times during the evaluation procedure, the constrained neural constructor can be repeatedly
applied to the same tuple t in the set𝑇 across different iterations of the worklist algorithm. To prevent redundant
prompting across different iterations, we introduce the strategy of incremental prompting in the rule evaluation
such that the constrained neural constructor is applied to the same tuple only one time.

Figure 7 shows the inference rule Eval-Neural-Incremental that improves the inference rule Eval-Neural
in Figure 6 with incremental prompting. The main difference from Eval-Neural lies in the construction of S′ (𝑅𝑛),
which is highlighted in red in Figure 7. Specifically, it first projects the tuples currently existing in the relation 𝑅𝑛 ,
i.e., S(𝑅𝑛), to their bounded terms, i.e., the terms in term(𝑅𝑛) ∩A, forming the set𝑇0. Notably, the tuples in𝑇0 are
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𝑟 := 𝑅𝐼 ← 𝑅1, · · · , 𝑅𝑛, 𝑅𝑛 ∈ R, |R| = 1, type(𝑅𝑛) = neural, S′ = S
𝛼 = 𝜏 (𝑅𝑛,A), 𝑇 = Πterm(𝑅𝑛 )∩A (S(𝑅1) ⊲⊳ · · · S(𝑅𝑛−1)), 𝑇0 = Πterm(𝑅𝑛 )∩A (S(𝑅𝑛))

S′ = S′ [𝑅𝑛 ↦→ S(𝑅𝑛) ∪
⋃

t∈𝑇 \𝑇0 𝛼 (𝑃, t)], R′ = R \ {𝑅𝑛}, A′ = A ∪ term(𝑅𝑛)
𝑃, S, R, A ⊢ 𝑟 ⇝ S′, R′, A′

(Eval-Neural-Incremental)
Fig. 7. The improved inference rule for a neural relation
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response25userCity26
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DataDep
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response25userCity26

DataDep
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SliceExpr

response25userCity26
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scanner$,userCity$&

DataDep
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①
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Fig. 8. An example of incremental prompting in the evaluation of rule (4) of the analysis policy in Figure 3(a). The tuples in
green are the newly generated ones in each iteration.

exactly the ones that have been fed to the constrained neural constructor 𝛼 in previous iterations of the worklist
algorithm. To reduce time and token costs in the prompting, we only apply 𝛼 upon the tuples in the difference set
of 𝑇 and 𝑇0 and directly reuse the original tuples in S(𝑅𝑛). We also need to memorize all the tuples t that make
𝛼 (𝑃, t) empty so that each tuple is only fed to the constrained neural constructor one time during the evaluation.
Due to space limits, we do not present this technical detail in the inference rule Eval-Neural-Incremental. By
replacing Eval-Neural in Figure 6 with Eval-Neural-Incremental, we can avoid redundant prompting and
then reduce the resource consumption during the evaluation.

Example 4.6. Figure 8 shows an example of incremental prompting for the rule (4) in Figure 3(a). To simplify
the demonstration, we consider evaluating the rule (4) in two successive iterations exactly after the rule (3) when
evaluating the rule (4) in Figure 3(a). After the evaluation of the rule (3), SliceExpr contains (userCity26, response25)
and DataDep remains empty. As shown by the solid arrow labeled with ①, the backward 1-arity constructor
𝛾1𝑏

DataDep obtains the expression expression23 as the data dependency of response25 in the first evaluation of 𝑟4,
yielding a new tuple (userCity26, response23) in SliceExpr and (response23, response25) in DataDep. In the second
evaluation, we should notice that response25 has been fed to 𝛾1𝑏

DataDep in the prompting process labeled with ①,
implying that it is unnecessary to redundantly discover the tuple (response23, response25), which is demonstrated
by the red dash arrow labeled with ③. Hence, we only need to apply 𝛾1𝑏

DataDep to response23 using the inference
rule Eval-Nueal-Incremental (shown as ②), which determines scanner21 as the data dependency of response23
, further introducing a new tuple in DataDep and SliceExpr, respectively.

Lastly, it is worth noting that the constrained neural constructors of a specific neural relation may differ in
multiple Datalog rules containing the neural relation. However, if each neural relation has the same neural
constructors in different Datalog rules, the strategies of lazy prompting and incremental prompting can ensure
the optimality of the sequential version of Algorithm 1 in terms of the number of prompting rounds. In Figure 3(a),
for example, the constrained neural constructors of the neural relation DataDep in the rule (2) and rule (4) are
both backward 1-arity constructor 𝛾1𝑏

DataDep, which can imply the optimality of our approach. Formally, we have
the following theorem.

Theorem 4.1. The sequential version of Algorithm 1 requires a minimal number of prompting rounds if each
neural relation is populated by the same constrained neural constructor when evaluating different Datalog rules.
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Proof. According to the uniqueness of the fixed point in Datalog evaluation, we can reach the unique analysis
state S after the worklist algorithm if each neural relation is populated by the same constrained neural constructor
for different rules.

Now let’s consider an arbitrary neural relation 𝑅𝑁 in the analysis policy 𝑝 and its constrained neural relation
𝛼 . Here, 𝛼 receives a program 𝑃 and a tuple t to a set of tuples belonging to 𝑅𝑁 . Assume that the tuple t
corresponds to the bounded terms 𝑎1, 𝑎2, · · · , 𝑎𝑠 in the relation 𝑅𝑁 . Denote the tuple of such bounded terms as
a. Also, we introduce the set S𝑟 containing all the Datalog rules using 𝑅𝑁 in their bodies. Consider any rule
𝑟 ∈ S𝑟 in the form of 𝑅𝐼 ← 𝑅1, · · · , 𝑅𝑘 , 𝑅𝑁 , where 𝑅𝑖 is non-neural relation (1 ≤ 𝑖 ≤ 𝑘). Obviously, each tuple
in ΠaS(𝑅1) ⊲⊳ · · · ⊲⊳ S(𝑅𝑘 ) must be fed to 𝛼 to generate the tuples in the neural relation 𝑅𝑁 before Algorithm 1
reaches the fixed point. Hence, the number of prompting rounds for populating 𝑅𝑁 has the following lower
bound:

𝑁𝑝 =
��⋃
𝑟 ∈S𝑟

Πa (S(𝑅1) ⊲⊳ · · · ⊲⊳ S(𝑅𝑘 ))
��

According to the lazy prompting shown by the inference rule Eval-Neural in Figure 6, there is no tuple
t ∉ Πa (S(𝑅1) ⊲⊳ · · · ⊲⊳ S(𝑅𝑘 )) fed to the constrained neural constructor 𝛼 . Meanwhile, the inference rule Eval-
Neural-Incremental in Figure 7 ensures that each tuple t is fed to the constrained neural constructor 𝛼 only one
time. This implies that the number of prompting rounds for populating 𝑅𝑁 in the sequential version of Algorithm
1 reaches the lower bound 𝑁𝑝 , which actually holds for any neural relation 𝑅𝑁 in the analysis policy. Notably,
the above argument holds for any evaluation order of Datalog rules in the worklist iterations. Finally, we can
obtain that the sequential version of Algorithm 1 requires the minimal number of prompting rounds. □

4.4 Parallelization
Although we minimize the number of prompting rounds with incremental prompting in § 4.3.3, the evaluation
procedure is time-consuming as a single prompting round can introduce significant time overhead. For example,
it can take around two seconds to conduct a few-shot CoT prompting using GPT-3.5-Turbo when applying a
neural constructor of the relation DataDep. When the analysis policy contains a large number of Datalog rules,
especially the recursive ones, the sequential version of Algorithm 1 would evaluate each rule multiple times in a
sequential manner until it reaches the fixed point, making the time overhead aggregate dramatically. To achieve
the acceleration, a simple and straightforward improvement is evaluating all the rules belonging to the worklist
in parallel. However, if two rules contain the same neural relation in the bodies, for example, rule (2) and rule
(4) in Figure 3(a), the constrained neural constructor applied in the evaluation of one rule is not aware of the
generated tuples in the evaluation of the other rule. Such opaque prompting rounds in the parallel evaluation can
cause redundant prompting rounds.

To avoid additional prompting rounds, it is essential to prevent neural constructors of the same relation from
being applied in parallel. Meanwhile, when two rules, 𝑟1 and 𝑟2, share the same neural relation, priority should
be given to evaluating 𝑟2 before 𝑟1 if (𝑟1, 𝑟2) in the transitive closure of the edge set in the RDG. This not only
avoids concurrency issues during prompting but also allows tuples in intensional relations to contribute to the
population of other intensional relations as early as possible, thereby reducing the overall parallel evaluation
time. To formalize this insight, we formally define the concept of maximal parallelizable batch as follows.

Definition 4.7. (Maximal Parallelizable Batch) Given an analysis policy 𝑝 , its RDG 𝐺𝑟 = (𝑉 , 𝐸), and a set of
rules𝑊 ⊆ 𝑉 , a parallelizable batch is a set of rules𝑊 ⊆𝑊 such that
• For any 𝑟1 ∈𝑊 , 𝑟2 ∈𝑊 , and 𝑟1 ≠ 𝑟2, there is no neural relation 𝑅𝑁 ∈ relations(𝑟1) ∩ relations(𝑟2).
• For any 𝑟2 ∈𝑊 and 𝑟1 ∈𝑊 \𝑊 , if a neural relation 𝑅𝑁 ∈ relations(𝑟1) ∩ relations(𝑟2), we have (𝑟1, 𝑟2) ∈ 𝐸

holds. Here, 𝐸 is the transitive closure of the edge set 𝐸.
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A maximal parallelizable batch𝑊 ∗ is the parallelizable batch with the largest size.

Intuitively, the maximal parallelizable batch is the largest set of rules such that no more than one neural
constructor generates tuples for the same neural relation, which avoids redundant prompting in the rule evaluation.
The second constraint in Definition 4.7 determines a rule selection strategy when two rules in𝑊 have the same
neural relation in their bodies. Particularly, when the rules with the same neural relation in their bodies are
located in a cycle of the RDG, selecting any single rule and adding it to the parallelizable batch does not violate
the second constraint in Definition 4.7.

Example 4.7. Consider the rules in Figure 3(a). Initially, the five rules, denoted by 𝑟𝑖 (1 ≤ 𝑖 ≤ 5), are added
to the worklist. Notice that the rules 𝑟2 and 𝑟4 have the neural relation data_dep in their bodies. According to
Example 4.2, (𝑟4, 𝑟2) ∈ 𝐸 indicate that the evaluation of 𝑟2 may affect the evaluation of 𝑟4. Hence, we prioritize 𝑟2
and construct the parallelizable batch𝑊 = {𝑟1, 𝑟2, 𝑟3, 𝑟5}. Obviously,𝑊 is the maximal parallelizable batch, i.e.,
𝑊 ∗ =𝑊 = {𝑟1, 𝑟2, 𝑟3, 𝑟5}

Based on the maximal parallelizable batch in Definition 4.7, we can parallelize the evaluation procedure and
obtain a parallel version, which is formalized on the right side of Algorithm 1. The main difference from the
sequential version is highlighted in red. Apart from parallel evaluating the rules in the maximal parallelizable
batch and joining the analysis states at the end of each iteration, other details remain the same as the sequential
counterpart. Notice that the maximal parallelizable batch does not depend on the analysis states. Hence, we can
pay an one-time effort to compute the maximal parallelizable batch of any𝑊 ⊆ 𝑉 for a given analysis policy,
which can be further utilized by the function GetMaxParallelizableBatch in the parallel version of Algorithm 1.

Lastly, we summarize the parallelization of the evaluation procedure with the following theorem.

Theorem 4.2. The parallel version of Algorithm 1 induces the same number of prompting rounds as its sequential
counterpart if each neural relation is populated by the same constrained neural constructor during the evaluation of
different Datalog rules.

Proof. Consider a maximal parallelizable batch𝑊 = {𝑟1, 𝑟2, · · · , 𝑟𝑘 } in which the rules are evaluated in parallel.
According to Definition 4.7, the neural relations appearing in two different rules in𝑊 can not be the same. Hence,
the concurrent prompting process in the iteration does not generate the tuples for the same neural relations.
Based on the uniqueness of the fixed point, a tuple in each neural relation can only be generated by the unique
prompting round in an iteration. This implies that the number of prompting rounds in the parallel version of
Algorithm 1 is the same as the sequential version. □

5 EVALUATION
We implement LLMSA as a prototype that analyzes Java programs. Specifically, we utilize tree-sitter parsing
library [32] to implement inherent symbolic constructors. Leveraging Datalog support of tree-sitter, we
collect all the relations used in the user-specified analysis policy and then conduct the RDG construction. All the
neural constructors are powered by GPT-3.5-Turbo. In order to minimize the impact of randomness, we set the
temperature to 0, thereby enforcing greedy decoding. To quantify the effectiveness, efficiency, and utility, we
evaluate LLMSA by investigating the following research questions:
• RQ1. How effectively and efficiently does LLMSA support downstream analysis clients?
• RQ2. How does LLMSA compare against existing approaches?
• RQ3. How does each design decision in LLMSA contribute to the performance?
• RQ4. How does LLMSA perform in real-world bug detection?
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5.1 Clients and Datasets
We evaluate the performance of LLMSA using three distinct static analysis tasks: alias analysis, program slicing,
and bug detection. The details of the tasks and the datasets used are as follows:

Alias Analysis. We utilize the PointerBench micro-benchmark [33], a widely recognized dataset for evaluating
pointer analysis, as the subject of our experiment. It consists of 36 specifically crafted small programs designed to
test key issues in Java pointer analysis, such as field sensitivity, context sensitivity, and collection modeling. Each
program includes a location where alias facts of a specific pointer 𝑝 are queried. The ground truths are annotated
in the comments. To prevent ground-truth leakage to LLMSA, we remove all comments from the benchmark
programs.

Program Slicing. To the best of our knowledge, no existing benchmarks specifically target Java program slicing.
Although NS-Slicer extracts slices from IBM’s Project CodeNet dataset [34] using the static slicer JavaSlicer [35],
the resulting dataset is in low quality as the slices do not account for program lines after slicing seeds. To address
this, we reconfigure JavaSlicer and apply it to 500 programs randomly selected from the CodeNet dataset, each
with specified slicing seeds, to create 500 high-quality intra-procedural program slices.

Bug Detection. We select three bug types, namely Absolute Path Traversal (APT), Cross-Site Scripting (XSS),
and Divide-by-Zero (DBZ), from Juliet Test Suite [19]. APT and XSS are both caused by taint flows, though they
involve different forms of sources and sinks. Unlike APT and XSS bugs, DBZ bugs result from the propagation of
zero values. The diversity of bugs allows us to showcase the customization capabilities of LLMSA. Considering
the financial costs of LLM API invocations, we randomly select 100 programs for each bug type as experimental
subjects. To demonstrate the practical value, we evaluate LLMSA upon TaintBench [21], which contains 203
taint vulnerabilities arising from various forms of sources and sinks in real-world Android malware apps. Our
evaluation focuses on 70 vulnerabilities caused by intra-file taint flows.

5.2 RQ1: Effectiveness and Efficiency of LLMSA
5.2.1 Setup and Metrics. As shown in Figure 2, an analysis policy and corresponding neural relation specifications
are required for each client. The columns named #Rule, #Rel, and (#S, #N) in Table 3 show the numbers of
Datalog rules, all the relations, symbol relations, and neural relations in the specified analysis policies, respectively.
We introduce the details of settings and metrics as follows.

Alias Analysis. To instantiate demand-driven alias analysis, we define an analysis policy utilizing symbolic
relations, namely ExprName and ExprLoc, as shown in Table 1, to facilitate the identification of the target pointer.
Also, we introduce unary neural relation PointerExpr and binary neural relation EqExpr that maintain all pointer
expressions and pairs of expressions with identical values, respectively. Noting that aliasing occurs when pointers
share the same value, we can achieve the demand-driven alias analysis by populating the four relations. Overall,
the analysis policy contains two rules and six relations. Based on the evaluation result of the analysis policy, we
compare the alias set with the ground truth and compute the precision, recall, and F1 score.

Program Slicing. We specify the analysis policy depicted in Figure 3(a), which contains five rules and six
relations. Specifically, we introduce the neural relation DataDep indicating the data dependencies and leverage
the symbolic relations, namely ExprName and ExprLoc, to localize the slicing seed. By comparing the line numbers
in the reported slices with the ground truth generated by JavaSlicer, we compute precision, recall, and F1 score
to assess the performance of LLMSA in the program slicing task.

Bug Detection. For the XSS and APT detection, we customize the neural relation TaintProp to track taint
flows between expressions, alongside the two neural relations that store the sources and sinks of the two bug
types, respectively. With the support of six inherent symbolic relations, namely Args, Outs, Paras, Rets, ArgPara,
and OutRet, we instantiate the inter-procedural analysis by extending the rule in Figure 5. The analysis policies

ACM Trans. Softw. Eng. Methodol., Vol. 1, No. 1, Article 1. Publication date: December 2024.



LLMSA: A Compositional Neuro-Symbolic Approach to Compilation-free and Customizable Static Analysis • 1:19

Table 3. The statistics of LLMSA in different static analysis tasks

#Rule #Rel (#S, #N) P(%) R(%) F1 In Out Time(s)

Alias 2 6 (2, 2) 72.37 85.94 0.79 9,793 1,027 6.97
Slicing 5 6 (3, 1) 91.50 84.61 0.88 7,803 744 6.02

APT 12 15 (6, 3) 94.74 90.00 0.92 27,389 1,483 13.79
XSS 12 15 (6, 3) 98.95 94.00 0.96 72,222 9,700 29.74
DBZ 13 16 (6, 4) 54.62 71.00 0.62 29,112 2,270 13.77

used for detecting the XSS and APT bugs contain 12 rules and 15 relations. For the DBZ bugs, we introduce and
customize the neural relation ZeroProp to trace zero-value propagation. As the sources in the DBZ bugs may
originate from two typical types, namely random number generation and outer input parsing, we introduce two
neural relations that depict the two forms of sources, respectively. The analysis policy used for detecting the
DBZ bugs contains 13 rules and 16 relations. According to the generated bug reports with source-sink pairs, we
compute the precision, recall, and F1 score of bug detection.

Apart from analysis policies, we specify the neural relation specification for each neural constructor in a
JSON file, which has 77 lines on average. All the analysis policies used are provided in the public repository [36].
Across all three tasks, we also measure input/output token costs and time overheads, which demonstrate the
computational costs of LLMSA for different analyses.

5.2.2 Result. The columns P(%), R(%), and F1 present the precision, recall, and F1 score of LLMSA, respectively.
Specifically, LLMSA achieves 72.37%/91.50% precision, 85.94%/84.61% recall, and 0.79/0.88 F1 score in the alias
analysis and program slicing, respectively. When analyzing the subjects in the Juliet Test Suite, LLMSA achieves
high precision and recall in the APT and XSS bug detection, which have reached 90.00%. In particular, the
precision of the XSS detection is even 98.95%. Compared with the performance of APT and XSS bug detection, the
precision and recall of the DBZ detection are lower, achieving 54.62% and 71.00%, respectively. The key reason is
that detecting the DBZ bugs requires LLMSA to determine the satisfiability of path conditions. For example, if a
division using the variable x is guarded by x != 0 or Math.abs(x) > 0, the division should be always safe. Notably,
the forms of the zero values are more diverse than the ones of the APT and XSS bugs, degrading the overall
precision and recall.

The columns In, Out, and Time(s) in Table 3 present the average input token costs, average output token
costs, and time overheads for the three analysis tasks, respectively. Specifically, the average time costs of alias
analysis and program slicing are 6.97 seconds and 6.02 seconds, respectively. Also, LLMSA achieves APT, XSS,
and DBZ detection with average time costs of 13.79 seconds, 29.74 seconds, and 13.77 seconds, respectively.
Based on OpenAI’s pricing policy, the estimated financial costs for answering an alias query and performing
program slicing are $0.04 and $0.03, respectively. Similarly, the average financial costs for detecting APT, XSS,
and DBZ bugs in a benchmark program from the Juliet Test Suite are $0.09, $0.21, and $0.10, respectively. These
results indicate that LLMSA achieves promising precision, recall, and F1 scores without incurring significant
overhead, highlighting its practical value as a customizable and compilation-free static analyzer.

5.3 RQ2: Comparison with Existing Techniques
5.3.1 Setup and Metrics. To evaluate LLMSA against existing methodologies, we select two categories of baseline
approaches for each client task. The first category comprises end-to-end few-shot CoT prompting-based methods.
Specifically, we utilize three OpenAI models, namely GPT-3.5 Turbo (GPT-3.5 for short), GPT-4 Turbo (GPT-4
for short), and GPT-4o-mini, which represent the latest in cost-efficient language models within this lineage.
Unlike LLMSA, these models are provided with few-shot examples and explanations directly tailored to analysis
tasks without decomposing the problems. For example, we directly offer a slice for a program and a slicing seed
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Table 4. The precision, recall, and F1 score of LLMSA and different baselines

Alias Slicing APT XSS DBZ
P(%) R(%) F1 P(%) R(%) F1 P(%) R(%) F1 P(%) R(%) F1 P(%) R(%) F1

LLMSA 72.37 85.94 0.79 91.50 84.61 0.88 94.74 90.00 0.92 98.95 94.00 0.96 54.62 71.00 0.62
GPT-3.5 45.56 64.06 0.53 48.92 53.82 0.51 31.58 78.00 0.45 46.32 88.00 0.61 1.38 3.00 0.02
GPT-4 61.97 68.75 0.65 65.29 48.90 0.56 76.36 100.00 0.87 87.38 97.00 0.92 57.00 57.00 0.57

GPT-4o-mini 73.85 75.00 0.74 65.92 47.89 0.55 41.28 97.00 0.58 81.15 99.00 0.89 26.17 89.00 0.40
SOTA 91.07 75.00 0.82 69.81 99.03 0.82 100.00 78.00 0.88 100.00 54.00 0.70 88.31 68.00 0.77

instead of data dependencies when specifying a few-shot example for the slicing task. Consistent with LLMSA,
we measure the precision, recall, and F1 score of these end-to-end approaches. To facilitate automatic comparison
with ground truth, we impose structured output formats on the LLMs within prompts.

In addition to end-to-end CoT prompting-based approaches, we also compare LLMSA with non-prompting-
based techniques for each client task. Specifically, we choose Doop as the baseline of demand-driven alias
analysis for the Java program [37]. In the program slicing task, we compare LLMSA with NS-Slicer, a recent
learning-based slicing method configured with GraphCodeBERT. For bug detection, we compare with Pinpoint,
a state-of-the-art bug detection tool, which supports the detection of the APT, XSS, and DBZ bugs. Note that
Pinpoint does not support non-intrusive customization and depends on IR code generated during the compilation.

5.3.2 Result. Table 4 shows the precision, recall, and F1 score of LLMSA and the baselines upon different tasks.
Specifically, LLMSA demonstrates a marked advantage in alias analysis over GPT-3.5 and GPT-4, surpassing their
F1 scores by 0.26 and 0.14, respectively. Although GPT-4o-mini achieves slightly higher precision, its recall and
F1 score remain lower than those of LLMSA. Our statistics demonstrate that our compositional neural-symbolic
approach substantially reduces hallucinations, leading to improved precision and recall with a simpler model.
Meanwhile, Doop achieves 91.07% precision and 75.00% recall. Due to compiler optimization, several pointers are
eliminated in the IR code, making Doop miss the alias relations related to such pointers. Although the precision
of LLMSA is slightly lower than that of Doop, LLMSA attains higher recall in the alias analysis. The program
slicing task experiment indicates findings similar to those of end-to-end CoT prompting-based approaches. Also,
NS-Slicer does not rely on LLMs for the slice prediction and, thus, predicts the slices with 69.81% precision and
0.82 F1 score only.

The last nine columns in Table 4 show the precision, recall, and F1 score of detecting the three kinds of bugs. In
APT and XSS detection, all three LLMs achieve high recall due to the simple pattern of bug types, i.e., using return
values and function arguments as sources and sinks, respectively. Owing to extensive pre-training data, LLMs
excel at identifying these elements but struggle with precision in detecting taint flows. For example, GPT-3.5
only achieves 31.58% and 46.32% precision in the APT and XSS detection, respectively. Pinpoint achieves much
higher precision than the other baselines for APT and XSS detection but suffers from lower recall compared to
LLMSA due to its lack of support for customization, preventing it from identifying certain forms of sources and
sinks. For DBZ detection, the precision of all baselines is lower than that for detecting the other two bug types,
largely due to the challenge of identifying infeasible paths caused by unsatisfiable path conditions. Although
Pinpoint can filter out infeasible paths using Z3 SMT solver, it can not model the semantics of library functions,
such as Math.abs in conditions like Math.abs(x) > 0.01. While LLMSA achieves lower precision than Pinpoint in
DBZ detection, it still has the potential to understand library-related branch conditions and exclude infeasible
program paths. It is worth mentioning that the precision and recall of LLMSA powered by GPT-4 reach 91.51%
and 97.00%, respectively, outperforming Pinpoint significantly. Overall, LLMSA shows significant improvements
over end-to-end few-shot CoT prompting-based techniques and achieves performance comparable to, and even
exceeding, state-of-the-art methods in specific domains.
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Table 5. The precision, recall, and F1 score of LLMSA and different ablations

Alias Slicing APT XSS DBZ
P(%) R(%) F1 P(%) R(%) F1 P(%) R(%) F1 P(%) R(%) F1 P(%) R(%) F1

LLMSA 72.37 85.94 0.79 91.50 84.61 0.88 94.74 90.00 0.92 98.95 94.00 0.96 54.62 71.00 0.62
LLMSA-NP 67.50 85.71 0.76 89.03 81.03 0.85 97.80 89.00 0.93 97.85 91.00 0.94 56.56 69.00 0.62

LLMSA-1AB 36.84 33.87 0.35 91.50 84.61 0.88 88.89 16.00 0.27 100.00 20.00 0.33 48.08 25.00 0.33
LLMSA-1AF 46.15 59.02 0.52 NA NA NA 94.74 54.00 0.69 94.67 49.00 0.65 39.90 77.00 0.53
LLMSA-0A 0.00 0.00 0.00 52.14 16.13 0.25 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Table 6. The average input/output token costs and time overheads of LLMSA and different ablations

Alias Slicing APT XSS DBZ
In Out Time(s) In Out Time(s) In Out Time(s) In Out Time(s) In Out Time(s)

LLMSA 9,793 1,027 6.97 7,803 744 6.02 27,389 1,483 13.79 72,222 9,699 29.74 29,112 2,270 13.78
LLMSA-NP 9,996 1,052 15.30 7,805 751 11.46 26,479 1,389 50.66 61,299 8,242 112.76 25,056 2,108 35.65

LLMSA-1AB 13,886 1,004 6.58 7,803 744 6.02 27,665 1,615 14.22 22,292 1,746 12.89 28,286 2,942 14.53
LLMSA-1AF 3,323 421 6.15 NA NA NA 27,191 1,524 14.48 28,326 2,402 15.55 25,922 1,773 10.93
LLMSA-0A 4,771 966 12.13 1,614 572 6.74 32,416 4,100 62.85 19,428 2,884 37.72 25,389 2,930 28.89

5.4 RQ3: Ablation Studies
5.4.1 Setup and Metrics. To quantify the impact of our design decisions, we introduce four ablations, namely
LLMSA-NP, LLMSA-1AB, LLMSA-1AF, and LLMSA-0A. Specifically, LLMSA-NP employs the strategies of
lazy prompting and incremental prompting in a non-parallel manner. LLMSA-1AB utilizes backward 1-arity
constructors as the constrained neural constructors of binary neural relations, while LLMSA-1AF leverages
forward 1-arity constructors as the constrained neural constructors of binary neural relations. Both of them
select the constrained neural constructors of unary neural relations following the inference rule Eval-Neural-
Incremental and Definition 4.6. The ablation LLMSA-0A incorporates 0-arity constructors for both unary and
binary neural relations. We evaluate each ablation and measure its precision, recall, F1 score, time cost, and
input/output token costs for comparison. Due to the potentially substantial token costs, we do not assess LLMSA
without the strategy of incremental prompting. Instead, we quantify the number of redundant promptings skipped
by LLMSA, demonstrating the advantages of incremental prompting.

5.4.2 Result. Table 5 presents the precision, recall, and F1 score of LLMSA against various ablations, and
meanwhile, Table 6 demonstrates the input/output token costs and time overheads of LLMSA and its ablations.
When comparing the results of LLMSA-NP with LLMSA, only minor differences in precision, recall, F1 score, and
token costs are observed, primarily due to the inherent randomness in prompting. However, LLMSA demonstrates
significantly lower time costs across tasks, with speedups of 2.20×, 1.90×, 3.67×, 3.79×, and 2.59× for alias analysis,
program slicing, APT detection, XSS detection, and DBZ detection, respectively. Compared to alias analysis and
program slicing, the larger speedups in bug detection tasks stem from their larger sets of rules in the analysis
policies, making them obtain more benefit from the parallelization.

The ablations LLMSA-1AB, LLMSA-1AF, and LLMSA-0A generally exhibit lower precision, recall, and F1
scores than LLMSA. For instance, LLMSA-1AB and LLMSA-1AF achieve F1 scores of 0.35 and 0.52 in alias
analysis, respectively. Additionally, LLMSA-0A fails to identify any alias facts when utilizing a 0-arity constructor.
In program slicing, LLMSA-0A achieves a precision of 52.14% and a recall of 16.13%, both significantly lower
than those of LLMSA. Notably, LLMSA-1AB is exactly LLMSA as both use the backward 1-arity constructor to
populate the neural relation DataDep. As Figure 3(a) illustrates, the first term of DataDep remains unbounded
in each rule, making LLMSA-1AF inapplicable for program slicing. Similar findings can be observed in bug
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Fig. 9. The average rounds of conducted and skipped prompting in program slicing and bug detection

detection tasks, highlighting the advantages of constrained neural constructors in rule evaluation. However, the
superiority of LLMSA is less significant in the DBZ detection compared to APT and XSS detection. As the DBZ
detection involves determining the satisfiability of path conditions, the 2-arity neural constructor still suffers
from hallucinations when determining value flows via prompting, which reduces its overall advantage. Finally,
LLMSA does not incur significant additional token costs compared to LLMSA-1AB, LLMSA-1AF, and LLMSA-0A,
demonstrating its potential for improved analysis without huge extra token costs.

We also quantify the conducted and skipped prompting rounds for each analysis task. As shown by Figure 9 ,
the average rounds of conducted prompting are 7.12, 7.00, 45.50, and 12.01 for program slicing, APT, XSS, and DBZ
detection, respectively, while 12.52, 33.44, 19.66, and 10.86 rounds of prompting are skipped. This demonstrates
that Eval-Neural-Incremental in Figure 7 can avoid 63.74%, 82.69%, 30.17%, and 47.49% rounds of prompting,
compared to applying Eval-Neural rule in Figure 6. Due to a large number of arguments and parameters in the
programs containing XSS bugs, the XSS detector requires more rounds of prompting than the detection of the
other two kinds of bugs. Lastly, the alias analysis policy only involves two non-recursive rules, so the evaluation
procedure applies the constrained neural constructors only once before reaching the fixed point. In such cases,
no prompting rounds are skipped in the analysis.

5.5 RQ4: Utility of Analyzing Real-world Programs
5.5.1 Setup and Metrics. To demonstrate the utility of our approach in analyzing real-world programs, we
evaluate LLMSA upon TaintBench, a benchmark containing 39 real-world Android malware applications, and
concentrate on 70 vulnerabilities introduced by intra-file taint flow. Similar to the Juliet Test Suite experiments,
we specify the sources and sinks to LLMSA and provide neural relation specifications for discovering taint flows.
We select GPT-3.5, GPT-4, GPT-4o-mini, and the most advanced reasoning model, OpenAI o1, for end-to-end
few-shot CoT prompting-based baseline. Due to compatibility issues with Gradle, we fail to compile TaintBench
and, thus, opt to use a contemporary industrial tool, CodeFuseQuery, for compilation-free analysis. By manually
crafting queries, we achieve customized analysis for different source-sink pairs.

5.5.2 Result. Table 7 presents the detailed statistics. As expected, GPT-3.5 exhibits the lowest precision (40%)
and recall (22.85%). GPT-4o-mini achieves 46.97% precision and 44.29% recall, marking a slight improvement
over GPT-3.5. GPT-4 achieves significantly better performance, particularly with a precision of 63.93%, which
almost reaches the precision of LLMSA. Benefiting from the powerful reasoning ability, the precision and recall
of OpenAI o1 reach 62.03% and 70%, respectively, both comparable to LLMSA. It is found that the false positives
and negatives of OpenAI o1 are primarily caused by incorrectly identified sources and sinks in the large files.

Lastly, the tool CodeFuseQuery achieves a precision of 71.05% and a recall of 40.91%. While CodeFuseQuery
does not exhibit hallucinations, several false positives arise from its context and flow insensitivities. Additionally,
its lack of support for analyzing specific program constructs, such as global variables and Java collections, hinders
its ability to detect taint flows in these cases and thus cause false negatives. It is also important to note that a
customized query for taint vulnerability detection consists of 379 lines of code that invoke 79 APIs in the query
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Table 7. The statistics of LLMSA and baselines upon TaintBench

Metrics LLMDFA GPT-3.5 GPT-4 GPT-4o-mini OpenAI o1 CodeFuseQuery

P (%) 66.27 40.00 63.93 46.97 62.03 71.05
R(%) 78.57 22.86 55.71 44.29 70 40.91
F1 0.72 0.29 0.60 0.46 0.66 0.52

language. Unlike writing complex domain-specific queries, specifying few-shot examples and providing natural
language descriptions in LLMSA offer a more user-friendly interface for customization.

5.6 Discussion
Threats to Validity. One potential threat lies in the inherent stochasticity of LLMs, which can yield

non-deterministic outputs even with identical inputs. This variability poses challenges for reproducibility and
consistency in experiments. To mitigate this issue, we reduce randomness by setting the temperature to 0,
ensuring that outputs are as deterministic as possible. Besides, our empirical experimental data demonstrates
that both precision and recall almost remain the same between parallel and non-parallel versions. The maximal
differences in precision and recall upon different tasks are only 4.82% and 3.58%, respectively, indicating the
consistent superiority of LLMSA over existing techniques.

Limitations. While LLMSA has shown significant promise in facilitating various static analysis tasks, several
limitations still need to be addressed. First, hallucination remains a persistent issue of LLMs when inferring
fundamental program facts, such as alias relation upon pointers. These hallucinations, which can arise during
the resolution of specific sub-tasks, may accumulate and degrade the efficacy of the overall analysis. Second,
the high computational overhead associated with LLMSA could hinder its scalability for large-scale program
analysis. In our current experiment, LLMSA identifies intra-file taint vulnerabilities in TaintBench with an
average time cost of 24.83 seconds, while the time required increases substantially when analyzing cross-file
taint flows. Third, the syntax of our analysis policy language is currently restrictive. It only supports the analysis
of program values induced by expressions. As a result, LLMSA cannot capture program properties upon other
program constructs, such as functions and statements. Also, the symbolic relations presented in Table 1 can
not support context-sensitive analysis due to the lack of support in calling context maintenance. Fourth, our
theoretical guarantees demonstrated in Theorem 4.1 and Theorem 4.2 are established upon the assumption that
the constrained neural constructors of each neural relation are the same in different Datalog rules. Although the
assumption holds for all the analysis policies used in our experiments, it may be violated in more general cases.

Future Work. First, fine-tuning existing LLMs using program facts derived from traditional static analyzers
could improve semantic alignment, thereby reducing hallucinations. Second, to mitigate the overhead caused
by frequent LLM prompting, smaller, task-specific code models can be employed to instantiate neural relations.
For instance, if a program property, such as data dependency, is widely used across various analysis tasks, a
small model could be pre-trained to efficiently populate the corresponding neural relation. Third, we can further
define additional symbolic relations along with corresponding symbolic constructors, e.g., symbolic relations
over program locations for context-sensitive analysis. Typically, the users could cross-check the populated neural
relations by introducing proper symbolic relations. For example, validating the tuples in the neural relation
TaintProp with the symbolic relation CtrlOrd would filter the spurious taint flows that violate control flow order.
Lastly, the incremental prompting in our current approach bears similarities with semi-naive evaluation for
Datalog programs [38], which also reduces redundant discovery of tuples in the fixed point computation. In
the future, we can further generalize incremental prompting to instantiate the semi-naive evaluation for more
expressive analysis policies, such as the ones with more than one neural relation in the bodies. The evaluation
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optimization strategies for traditional Datalog programs, such as magic set transformation [39], can be adapted
to further optimize analysis policy evaluation.

6 RELATED WORK
Symbolic Static Analysis. Mainstream symbolic static analysis techniques derive program properties from IR

code generated by compiler infrastructures [4, 7, 8, 40]. By interpreting IR semantics, these techniques typically
reduce static analysis problems to deciding the satisfiability of constraints [3, 40] or answering specific graph
reachability queries [7, 8]. Typically, FlowDroid detects taint vulnerabilities upon an exploded super-graph
derived from Soot IR [4]. Infer constructs a sophisticated constraint system via bi-abduction to precisely abstract
memory for memory safety verification [3]. While symbolic static analyzers perform well on targeted problems,
it is difficult to generalize to other analysis tasks, such as detecting diverse bug types outside their targeted scope.
Nevertheless, extending these analyzers requires expert knowledge of compiler infrastructures and demands
implementing new analysis core engines. Although there are lint-like analyzers like Semgrep [41] and Clang-
Tidy [42] offering customized and compilation-free analysis, they target syntactic patterns rather than semantic
properties, and thus, falling out of the scope of this work.

Static Analysis with Datalog. Over the past few decades, Datalog-based program analysis has gained
significant traction in the field of static analysis [25, 43–46]. Tools like CodeQL [25] and Doop [46, 47] formulate
static analysis algorithms, such as data-flow analysis and pointer analysis, with Datalog rules and evaluation
engines (e.g., Soufflé [48]), to derive the target program properties. More recent studies also demonstrate the
potential of Datalog-based program analysis in domain-specific clients, such as smart contract bug detection [29,
49], the security analysis of zero-knowledge proofs [50], API misuse bug detection [51]. LLMSA adopts Datalog
as a declarative analysis policy language to break down analysis tasks into manageable sub-problems. However,
unlike traditional methods, LLMSA enables users to customize analysis through LLM prompting rather than
manually crafting complex Datalog rules, thereby effectively lowering the barrier to customization.

Machine Learning-based Static Analysis. The rapid advancement of machine learning techniques has
introduced new opportunities for static program analysis [52–54]. Typically, DeepDFA trains both an embedding
model and a classification model on a large dataset for bug detection [52]. Other studies also show the promising
performance of machine learning techniques in many foundational static analysis problems, such as equivalence
checking [55], data dependency analysis [56], and program slicing [20]. Although they analyze source code
directly, achieving compilation-free analysis, the reliance on training datasets constrains the adaptability of
these methods for customized analysis purposes, especially in the absence of high-quality training data. A more
recent study, namely LLift, prompts LLMs to determine how library functions initialize parameters, assisting the
symbolic executors for the uninitialized variable detection [57]. Unlike existing efforts, our work harnesses the
capabilities of LLMs in both natural language understanding and code reasoning [16], enabling customizable
analysis through prompts while interpreting program semantics in a compilation-free manner.

7 CONCLUSION
We present LLMSA, a compositional neuro-symbolic framework that enables compilation-free and customizable
static analysis. LLMSA decomposes a static analysis task based on a user-defined analysis policy and employs
parsing-based analysis alongside LLM prompting in the analysis policy evaluation, ultimately solving the original
static analysis problem. It is demonstrated that LLMSA achieves a performance comparable to, and even exceeding,
state-of-the-art approaches in specific static analysis tasks. We believe LLMSA offers valuable insights into the
intersection of LLMs and symbolic analysis, paving the way for reshaping static analysis for better usability.
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